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#### Abstract

The interface between machine learning and control has enabled robots to move outside the laboratory into challenging real-world settings. Deep reinforcement learning can scale empirically to very complex systems, but we do not yet understand precisely when and why it succeeds. Control theory focuses on simpler systems, but delivers interpretability, mathematical understanding, and guarantees. We present projects that combine these strengths.

In empirical work, we propose a framework for tasks with complex dynamics but known reward functions. We restrict the use of learning to the dynamics modeling stage, and act based on this model using traditional state-space control. We apply this framework to robotic manipulation of deformable objects.

In theoretical work, we deploy the well-understood linear quadratic regulator (LQR) problem as a test case to "look inside" algorithms and problem structure. First, we investigate how reinforcement learning algorithms depend on properties of the dynamical system by bounding the variance of the REINFORCE policy gradient estimator as a function of the LQR system matrices. Second, we introduce the framework of suboptimal covering numbers to quantify how much a good multi-system policy must change with respect to the dynamics parameters, and bound the covering number for a simple class of LQR systems.


## Chapter 1

## Introduction

A machine learning system makes decisions based on a data set of observations and improves its performance as the amount of data grows. Machine learning is useful for interacting with systems that are too complicated to model based on first principles. Within the field of robotics, two especially important applications are vision input and complex dynamics. This dissertation focuses on the latter. Some examples of complex dynamics are:

- The contact friction between a foot and the surface upon which it walks.
- A deformable object bending under the influence of boundary conditions.
- The aerodynamics of a helicopter when it is close to the ground.

The dynamics of these phenomena obey the laws of physics, but that does not mean they are easy to predict:

- The distribution of pressure and friction across the foot changes throughout the stride. Each walking surface adds its own complexity, for example sand or ice.
- The deformable object is governed by continuum mechanics, so its true state is infinite-dimensional.
- The helicopter's airflow can be well-approximated in static hover, but is harder to predict when the helicopter is accelerating.

Even when an accurate physics-based model is available, using it in a robot's control loop may be computationally infeasible.

Control theory provides (usually) mathematically principled techniques for realizing a desired behavior of a dynamical system via inputs. However, those techniques often depend on assumptions that are not satisfied by complex systems, such as linearity, smoothness, convexity, simple probability distributions, and so on. Often the techniques struggle with high-dimensional systems. Control theory has developed its own learning methods within the subfields of system identification and adaptive control.

Reinforcement learning (RL) is the branch of machine learning that deals with acting optimally in an unknown dynamical system. Early RL research was mainly confined to finite state and action spaces in discrete time, whereas control theorists focused on continuous spaces in both discrete and continuous time. On the other hand, RL researchers have always been interested in "intelligent" behavior involving longterm planning, whereas control theory has focused on simpler behaviors like stabilizing at an equilibrium or tracking a reference trajectory. A key goal of RL theory, and of machine learning theory in general, is understanding the sample complexity of learning problems: how much data is required to guarantee that a certain performance metric is satisfied? Sample complexity upper bounds are most often derived by proposing an algorithm, while lower bounds are most often derived by carefully constructing worst-case problem instances. Sample complexity analysis is closely related in spirit to computational complexity analysis in computer science.

In the past few years, the theoretical sides of each community have increased their overlap. Especially notable has been the drive for learning-theory-style sample complexity guarantees in control-theory-style dynamical systems, especially linear systems, where many previous results only provided asymptotic guarantees. Mania et al. (2019), Simchowitz and Foster (2020), and others obtained finer-grained characterizations of existing methods in control theory by applying the sample complexity perspective. Conversely, researchers have also used those classic settings as mathematically tractable test cases to gain insight into
existing reinforcement learning algorithms (Fazel et al., 2018; Mohammadi et al., 2019). New lines of inquiry into these systems has also provoked new questions more fundamental than sample complexity ( Bu et al., 2019b). A more extensive review of RL theory for continuous systems is given in §5.2.

Empirical successes The overlap of the empirical sides of learning and control have produced spectacular results in recent years. The success of deep neural networks for nonlinear function approximation with high-dimensional data, such as in image classification (Krizhevsky et al., 2012), motivated researchers to experiment with applying them to control tasks. In a landmark result, Mnih et al. (2013) showed that a single reinforcement learning algorithm and deep neural network architecture could reach human-level performance on many different games from the Atari 2600 console. This combination is known as deep reinforcement learning (deep RL). Their method used the Q-learning principle, meaning it could only be applied to settings where computing the maximum in the Bellman optimality operator (2.9) is feasible. Practically, this meant environments with finite (and not combinatorially large) action spaces.

Subsequently, a flurry of deep RL algorithms were proposed targeting similar results for continuous action spaces. The OpenAI Gym (Brockman et al., 2016), especially the locomotion-related environments, emerged as a benchmark. Among these algorithms, those of Schulman et al. (2017) and Haarnoja et al. (2018) were especially successful and became widely used for RL in continuous spaces. However, most of these results were confined to simulation due to high sample complexity, safety issues, or both.

For real physical systems, model-based RL is usually preferred for its sample efficiency. Deisenroth and Rasmussen (2011) used Gaussian process regression to handle model uncertainty in a principled way, but the method is computationally infeasible for high-dimensional systems. The guided policy search family of algorithms uses localized traditional trajectory optimization as a "teacher" for a global neural network policy, and has been applied to tasks with vision input (Levine et al., 2016) and discontinuous dynamics (Chebotar et al., 2017). Kalashnikov et al. (2018) used RL to learn a policy for robotic grasping of a wide range of objects, sidestepping the data efficiency issue by using many robots at once and designing
a "self-resetting" environment. OpenAI et al. (2019) achieved simulation-to-reality transfer in dexterous manipulation of a Rubik's cube, while Hwangbo et al. (2017) and Molchanov et al. (2019) demonstrated it for quadrotor control. We emphasize that these are only a few examples of successful applications of RL to robotics.

RL also became an essential tool in game-playing AI. Silver et al. (2018) achieved superhuman performance on the board game Go using a thoughtful combination of deep reinforcement learning and tree search. (An earlier version reached this milestone but depended on supervised training data from human players.) Later, Schrittwieser et al. (2020) replaced the assumption of known game rules with a learned dynamics model, making the resulting algorithm (MuZero) applicable to a much larger set of RL problems.

New challenges At the same time, researchers were discovering downsides of deep RL. Henderson et al. (2018) pointed out that the policy optimality achieved by deep RL algorithms is unusually sensitive to the initial state (seed) of the algorithm's pseudorandom number generator, as well as hyperparameters and implementation details. In contrast, deep supervised learning accuracy is not sensitive to random seed (Bhojanapalli et al., 2021). Engstrom et al. (2020) and Andrychowicz et al. (2020) showed that some of the performance gains attributed to core algorithmic differences could in fact be explained by minor implementation differences. Agarwal et al. (2021) pointed out that the high computational cost of deep RL experiments leads to small sample sizes, which are often not treated with enough statistical care.

Anecdotally, researchers applying deep RL to a novel task significantly different from the popular benchmarks generally cannot expect it to "just work". Reward shaping, hyperparameter tuning, and comparing several algorithms are the norm. Henderson et al. (2018) reported that the performance ranking of different algorithms is not consistent across different environments.

Non-RL combinations of learning and control Machine learning has useful applications in control beyond RL. For example, Shi et al. $(2019,2021)$ integrate learned models with first-principles models in


Figure 1.1: Illustration of a subassembly in an early electromechanical autopilot (Sperry, 1921, U.S. Patent 1368226A). Electrical components are used for actuation and as an energy source, but the core control policy is a physical mechanism.
a restricted manner to account for complex dynamics (of quadrotor ground effect and multi-quadrotor downwash, respectively) while preserving a stability guarantee. Ideas from control theory can be used to improve learning: Terzi et al. (2021) derive sufficient conditions that can be enforced upon a recurrent neural network dynamics model to admit guarantees for a state observer, controller, and the model itself. Singh et al. (2021) enforce a stabilizability condition on a learned dynamics model and show that it acts as a regularizer, improving model accuracy over generic regression when the data set is small. Amos et al. (2018) derive analytic derivatives of the outputs of a model-predictive control optimization problem and use them for end-to-end imitation learning and system identification.

Historical remarks The fields of control theory and reinforcement learning are closely related. Historically, control theory developed mainly within the context of mechanical and electrical engineering and
was applied to electrical or physical systems. Control theory predates digital computers: continuous-time controllers such as autopilots were implemented with analog electronics or even mechanisms with moving parts (Sperry, 1921), as shown in the patent illustration of Figure 1.1.

Reinforcement learning developed mainly within the artificial intelligence research community. In addition to practical applications, research was also tied to efforts to understand mechanisms of learning in humans and animals. Sutton and Barto (2018) give a retrospective on the history of reinforcement learning, including its relationship to optimal control.

### 1.1 Structure of dissertation

The remainder of this dissertation is organized into five chapters.
Chapter 2 provides the setting for our work. This chapter mainly focuses on mathematical foundations, but also discusses some of the key motivating ideas. In particular, §2.6 discusses families of Markov decision processes and families of optimal control problems, including several examples. We use this formalism in Chapters 3 and 6 .

Chapter 3 presents our work on a deep reinforcement learning architecture for policies that can adapt online to systems with widely varying dynamics. Similar to adaptive methods in control theory, our framework is built on an online system identification process. We replace online estimation and optimization with pre-trained neural networks to handle complex settings with low computational cost. We also experiment with learned mapping from dynamics parameters to an embedding space. Our experiments highlight some fundamental questions about the multi-system setting and about reinforcement learning itself, which provide motivation for subsequent chapters.

Chapter 4 proposes a more structured alternative to reinforcement learning for systems where the dynamics are complex but the reward is simple and known. We learn a recurrent neural network dynamics model from input-output trajectory data and apply traditional state-space estimation and control to the
abstract internal state of the RNN model. We apply this framework to robotic manipulation of deformable objects. An ablation study demonstrates the benefit of using this closed-loop approach compared to feedforward planning using the model.

Chapter 5 begins the theoretical portion of this dissertation. We analyze the variance of the REINFORCE policy gradient estimator for linear-quadratic regulator (LQR) systems. We provide upper and lower bounds on the variance as a function of the system parameters. With respect to the dynamics and cost matrices, our bounds are tight and closely match the behavior of the empirical variance. However, we also show that the variance is not directly correlated to the optimality of the policy produced by the REINFORCE algorithm. This challenges the folklore that high-variance gradient estimates are the dominant challenge in policy gradient methods.

Chapter 6 introduces the concept of suboptimal covering numbers as a way to quantify how much an optimal policy for an infinite family of control problems must alter its behavior with respect to the problem parameters. Suboptimal covering numbers are intuitive and have desirable mathematical properties such as parameterization independence. We show matching logarithmic covering number bounds for singleinput fully-observable LQR problem families with actuator strength variations. For multi-input problems, we present empirical work testing a conjectured upper bound and use visualizations to inspect the behavior of candidate systems for a lower bound. We discuss work in progress and intermediate results towards proving the matrix-case conjecture, and initial experiments regarding further expansion of the scope of problem families.

## Chapter 2

## Foundation: Mathematics and Themes

Although the topics of each chapter in this dissertation are diverse, their mathematical foundations have many ideas in common. This chapter defines notation and reviews important definitions and theorems we will use. We assume the reader is familiar with some fundamental definitions in linear algebra, analysis, probability, and differential equations.

We also take the opportunity in this chapter to introduce some common themes that appear repeatedly in our work. In particular, we introduce notion of a structured family of control problems or Markov decision processes, and review concepts such as robustness and adaptivity that are broadly applicable in both traditional and learning-based control.

### 2.1 Notation

Sets For a set $X, 2^{X}$ denotes the power set $\{Y: Y \subseteq X\}$.

Linear algebra The notation $A \succ B$ (resp. $A \succeq B$ ) indicates that the matrix $A-B$ is positive definite (resp. positive semidefinite). The sets of $n \times n$ positive definite and positive semidefinite matrices are denoted by $\mathbb{S}_{++}^{n}$ and $\mathbb{S}_{+}^{n}$ respectively. For a matrix $A \in \mathbb{R}^{n \times n}$, the set of its eigenvalues are denoted by $\Lambda(A)$, its spectral radius is denoted by $\rho(A)=\max \{|\lambda|: \lambda \in \Lambda(A)\}$, and the largest real part of its eigenvalues is denoted by $\rho^{+}(A)=\max \{\operatorname{Re} \lambda: \lambda \in \Lambda(A)\}$. Matrices or vectors of zeros and ones, with
dimension implied by context, are denoted by $\mathbf{0}$ and $\mathbf{1}$. The notation $\operatorname{diag}(x)\left(\right.$ resp. $\left.\operatorname{diag}\left(x_{1}, \ldots, x_{n}\right)\right)$ refers to a diagonal matrix with the entries of the vector $x$ (resp. the scalars or blocks $x_{1}, \ldots, x_{n}$ ) on its diagonal.

Functions and images The notation $Y^{X}$ indicates the set of all functions from $X$ to $Y$. If $f: X \mapsto Y$ and $X^{\prime} \subseteq X$, we overload notation and denote the image of $X^{\prime}$ under $f$ by

$$
f\left(X^{\prime}\right)=\left\{f(x): x \in X^{\prime}\right\}
$$

Similarly, we denote the inverse image of $Y^{\prime} \subseteq Y$ by

$$
f^{-1}\left(Y^{\prime}\right)=\left\{x \in X: f(x) \in Y^{\prime}\right\} .
$$

Sequences The notation $X^{\mathbb{N}}$ indicates the set of all $X$-valued sequences. The notation $X^{<\mathbb{N}}$ indicates the set of all finite $X$-valued sequences, i.e. $X^{<\mathbb{N}}=\cup_{n=0}^{\infty} X^{n}$. When a sequence $x_{0}, x_{1}, \ldots$ has been defined, the notation $x_{m: n}$ refers to the tuple $\left(x_{m}, x_{m+1}, \ldots, x_{n}\right)$.

Norms and inner products For $P \succeq 0$, we use the notation

$$
\langle x, y\rangle_{P}=\langle x, P y\rangle
$$

for its weighted inner product. For its induced norm, we use

$$
\|x\|_{P}=\sqrt{\langle x, x\rangle_{P}} .
$$

Otherwise, the notation $\|\cdot\|_{p}$ for $p \geq 1$ refers to the usual $p$-norm, i.e.

$$
\|x\|_{p}=\left(\sum_{i=1}^{n} x_{i}^{p}\right)^{\frac{1}{p}}
$$

in which $x_{i}$ are the individual components of $x$. For a linear function $F: \mathcal{X} \mapsto \mathcal{Y}$ where $\mathcal{X}$ and $\mathcal{Y}$ are vector spaces, the notation $\|F\|_{p, q}$ refers to the $p-q$ operator norm:

$$
\|F\|_{p, q}=\max \left\{\|F x\|_{q}: x \in \mathcal{X},\|x\|_{p} \leq 1\right\} .
$$

We also apply the operator norm notation to matrices based on the natural isomorphism to linear operators. We denote the Frobenius norm of the matrix $A$ by $\|A\|_{F}=\sqrt{\operatorname{tr} A^{T} A}$. We only use the norm notation without subscripts when the particular norm is explicitly stated or clear from the context.

Probability If $(X, \Sigma)$ is a measurable space, then we use the notation $\Delta(X, \Sigma)$ to denote the set of all probability measures on $(X, \Sigma)$. In cases where the sigma-algebra has already been stated or is common (e.g. the power set when $X$ is finite; the Borel sigma-algebra when $X$ is a topological space), we often use the notation $\Delta(X)$.

For a function $f: X \mapsto \Delta(Y)$, if the density function (Radon-Nikodym derivative) exists for all measures in $f(X)$, we use the notation $f(\cdot \mid x)$ to denote the density function of $f(x)$.

Indicator functions Let $X$ denote some set and $P$ a logical predicate on $X$. We use the notation

$$
\mathbb{I}_{[P]}(x)=\left\{\begin{array}{l}
1: P(x) \\
0: \neg P(x) .
\end{array}\right.
$$

For a subset $S \subseteq X$ and the predicate $P(x)=x \in S$, we use the shorthand $\mathbb{I}_{\{S\}}$ instead of $\mathbb{I}_{[x \in S]}$.

Topology A topological space ( $X, T$ ) is defined by a set $X$ and a collection of "open" sets $T \subseteq 2^{X}$ that is closed under arbitrary unions and finite intersections. For arbitrary $Y \subseteq X$, the interior of $Y$ is denoted by $\operatorname{int} Y=\cup\{S \in T: S \subseteq Y\}$.

### 2.2 Fundamentals

### 2.2.1 Metrics

Recall that a metric on a set $X$ is a function $d: X \times X \mapsto \mathbb{R}$ satisfying the properties for all $x, y, z \in X$ :

- Identity of indiscernibles: $d(x, y)=0 \Longleftrightarrow x=y$.
- Symmetry: $d(x, y)=d(y, x)$.
- Triangle inequality: $d(x, z) \leq d(x, y)+d(y, z)$.

From these properties, nonnegativity $d(x, y) \geq 0$ can be derived. A semimetric on $X$ satisfies nonnegativity, symmetry, and the identity of indiscernibles, but does not satisfy the triangle inequality. Notably, the squared Euclidean distance $\|x-y\|_{2}^{2}$ is a semimetric.

### 2.2.2 Lipschitz and smooth functions

Suppose ( $X, d_{X}$ ) and ( $Y, d_{Y}$ ) are metric spaces We say $f: X \mapsto Y$ is $L$-Lipschitz for $L>0$ if, for all $x, x^{\prime} \in \operatorname{dom} f$,

$$
d_{Y}\left(f(x), f\left(x^{\prime}\right)\right) \leq L d_{X}\left(x, x^{\prime}\right) .
$$

Most commonly, we study Lipschitz functions in normed vector spaces where $d_{X}$ and $d_{Y}$ are norm-induced metrics.

If the function $f: \mathbb{R}^{n} \mapsto \mathbb{R}$ is differentiable and its gradient is $\beta$-Lipschitz, that is,

$$
\left\|\nabla f(x)-\nabla f\left(x^{\prime}\right)\right\| \leq \beta\left\|x-x^{\prime}\right\|
$$

we say $f$ is $\beta$-smooth.

### 2.2.3 Orthogonal and Euclidean groups

The general linear group, denoted GL $(n)$, is the group of invertible linear operators on $n$-dimensional Euclidean space over the field of real numbers, with composition as the group operation.

The subset of $\mathrm{GL}(n)$ that is distance-preserving forms a subgroup, the orthogonal group $\mathrm{O}(n)$. Under the Euclidean topology, the group $\mathrm{O}(n)$ has two connected components. The component that contains the identity is a subgroup, denoted $\mathrm{SO}(n)$, and consists of those elements of $\mathrm{O}(n)$ that preserve orientation. These are the familiar rotations when $n=2$ or 3 .

The notation $\mathfrak{s o}(n)$ refers to the Lie algebra associated with $\mathrm{SO}(n)$, which corresponds to the tangent space of $\mathrm{SO}(n)$ at the identity. It is beyond the scope of this dissertation introduce Lie groups and Lie algebras with satisfactory rigor. For our purposes, we can think of each element of $\mathfrak{s o}(n)$ as a "rotational velocity".

The Euclidean group, denoted $\mathrm{E}(n)$, are the operators that are distance-preserving but not necessarily linear. The special Euclidean group $\operatorname{SE}(n)$ is the orientation-preserving subgroup of $\mathrm{E}(n)$. The group $\mathrm{SE}(3)$ describes the full "pose" of a rigid object in three-dimensional space. $\mathrm{SE}(3)$ is isomorphic to $\mathrm{SO}(3) \times \mathbb{R}^{3}$. The groups $\mathrm{SO}(3)$ and $\mathrm{SE}(3)$ appear often in robotics. The associated Lie algebra $\mathfrak{s e}(3)$ is isomorphic to $\mathfrak{s o}(3) \times \mathbb{R}^{3}$, and also appears often in robotics to describe the full "velocity state" of a rigid object in three-dimensional space, sometimes called the twist.

There are several ways to represent elements of $\mathrm{SO}(3)$ for computation, including the $3 \times 3$ matrices themselves, the unit quaternions, pairs of a unit vector axis and a rotation angle, triples of rotation angles around fixed axes (Euler angles), and skew-symmetric matrices for elements of $\mathfrak{s o}(3)$. Although the latter three representations are parameterized by $\mathbb{R}^{3}$, the incompatible topologies of $\mathbb{R}^{3}$ and $\mathrm{SO}(3)$ imply that
any mapping from $\mathbb{R}^{3}$ to $\mathrm{SO}(3)$ must suffer from at least one of the following problems: incompleteness, multiple-covering, or discontinuity.

### 2.3 Optimization

Mathematical optimization is a generic framework that permeates many aspects of robotics, including planning, control, machine learning, and multi-robot coordination. An optimization problem has the form

$$
\begin{align*}
\operatorname{minimize} & f(x)  \tag{2.1}\\
\text { subject to } & x \in \mathcal{X}
\end{align*}
$$

where $\mathcal{X}$ is some set and $f: \mathcal{X} \mapsto \mathbb{R}$ is some function. In this dissertation we are mainly concerned with continuous optimization, where $\mathcal{X}$ is an uncountable set endowed with notions like topology, metric, inner product, etc. (By contrast, in combinatorial optimization the set $\mathcal{X}$ is finite, although possibly very large.) If $\mathcal{X}=\mathbb{R}^{n}$ for some $n$, we say the problem is unconstrained. On the other hand, if $\mathcal{X} \subset \mathbb{R}^{n}$, we say the problem is constrained. For constrained problems we usually define membership in $\mathcal{X}$ by equality and inequality constraints, resulting in the form

$$
\begin{align*}
\operatorname{minimize} & f(x) \\
\text { subject to } & g(x)=\mathbf{0}  \tag{2.2}\\
& h(x) \leq \mathbf{0}
\end{align*}
$$

where $g$ and $h$ are arbitrary vector-valued functions.

Local and global optima If $x \in \mathcal{X}$ is a true solution to the generic optimization problem (2.1), we say it is a global optimum. On the other hand, we say $x$ is a local optimum if there exists an open set $\mathcal{B}$ such that $x \in \mathcal{B}$ and $f(x) \leq f\left(x^{\prime}\right)$ for all $x^{\prime} \in \mathcal{B} \cap \mathcal{X}$. Depending on the structure of the optimization problem, it may
not be computationally feasible to seek a global optimum. An important class of optimization problems for which we can find a global optimum with polynomial query complexity are the convex optimization problems, discussed in §2.4.

### 2.4 Convexity

A set $\mathcal{X} \subseteq \mathbb{R}^{n}$ is convex if, for any $x, x^{\prime} \in \mathcal{X}$ and $\theta \in[0,1]$, it holds that

$$
(1-\theta) x+\theta x^{\prime} \in \mathcal{X}
$$

Example 2.4.1. Some commonly encountered convex sets are:

- $\mathbb{R}^{n}$ itself.
- Norm balls $\left\{x \in \mathbb{R}^{n}:\|x\|_{p} \leq r\right\}$ of any radius $r \geq 0$ for $1 \leq p \leq \infty$. Note that the $p$-norm ball for $p<1$ is not convex.
- Polytopes / polyhedra of the form

$$
\{x \in V: A x \leq b\}
$$

where $A$ is a linear map from $V$ to some other vector space $W, b \in W$, and $\leq$ denotes simultaneous elementwise satisfaction.

- The set of $n \times n$ positive semidefinite matrices $\mathbb{S}_{+}^{n}$.
- Degenerate cases: The empty set, the singleton set $\{x\}$ for $x \in \mathbb{R}^{n}$.

Theorem 2.4.2 (Properties of convex sets). If $\mathcal{S}$ and $\mathcal{T}$ are convex sets, then ...

- Intersections: $\mathcal{S} \cap \mathcal{T}$ is convex.
- Minkowski sums: $\{s+t: s \in \mathcal{S}, t \in \mathcal{T}\}$ is convex.
- Cartesian products: If we define vector space operations for $\mathcal{S} \times \mathcal{T}$ in the natural way, then $\mathcal{S} \times \mathcal{T}$ is convex.
- Affine images: If $f$ is an affine function, then the $\operatorname{image} f(\mathcal{S})$ is convex.


### 2.4.1 Convex functions

The epigraph of a function $f: \mathcal{X} \mapsto \mathbb{R}$, where $\mathcal{X} \subseteq \mathbb{R}^{n}$, is the set

$$
\text { epi } f=\{(x, r): x \in \mathcal{X}, r \geq f(x)\} \subseteq \mathbb{R}^{n+1}
$$

If the epigraph of $f$ is convex, we say $f$ is a convex function. Equivalently, $f$ is convex if and only if it satisfies fensen's inequality:

$$
f\left((1-\theta) x+\theta x^{\prime}\right) \leq(1-\theta) f(x)+\theta f\left(x^{\prime}\right)
$$

for all $x, x^{\prime} \in \mathcal{X}$ and $\theta \in[0,1]$. Jensen's inequality can be generalized to a probabilistic form: if $X$ is a random variable, then

$$
f(\mathbb{E}[X]) \leq \mathbb{E}[f(X)]
$$

We say a function $f$ is concave if $-f$ is convex. Convex functions satisfy the following properties:

- If $f$ and $g$ are convex, then $f+g$ is convex. More generally, any nonnegative weighted sum of convex functions is convex.
- $f(A x+b)$ is convex. (Affine composition)
- If $F$ is a (potentially infinite) set of convex functions on domain $\mathcal{X}$, then the pointwise supremum function $\sup _{f \in F} f(x)$ is convex in $x$.


### 2.4.1.1 Subdifferentials

Suppose $\mathcal{X} \subseteq \mathbb{R}^{n}$ is a convex set and $f: \mathcal{X} \mapsto \mathbb{R}$ is a function. We say that $g \in \mathbb{R}^{n}$ is a subgradient of $f$ at $x_{0} \in \mathcal{X}$ if, for all $x \in \mathcal{X}$, we have

$$
f\left(x_{0}\right)+\left\langle g, x-x_{0}\right\rangle \leq f(x) .
$$

The subdifferential of $f$ at $x_{0}$, denoted by $\partial f\left(x_{0}\right)$, is the set of all subgradients of $f$ at $x_{0}$. The subdifferential is a convex set. If $\partial f(x) \neq \emptyset$ for all $x \in \operatorname{int} \mathcal{X}$, then $f$ is convex. Conversely, if $f$ is convex, then $\partial f(x) \neq \emptyset$ for all $x \in \mathcal{X}$. If $f$ is differentiable at $x$, then $\partial f(x)$ is a singleton set. If $g: \mathbb{R}^{n} \mapsto \mathbb{R}$ is convex, then $x \in \mathbb{R}^{n}$ is a local optimum of $g$ if and only if $\mathbf{0} \in \partial g(x)$. These properties are proved by Bubeck (2015).

### 2.4.1.2 Convex optimization problems

A convex optimization problem is a problem of the form

$$
\begin{align*}
\operatorname{minimize} & f(x)  \tag{2.3}\\
\text { subject to } & x \in \mathcal{X},
\end{align*}
$$

where $\mathcal{X}$ is a convex set and $f$ is a convex function. There is much to be said about convex optimization problems (Nesterov, 2003; Boyd and Vandenberghe, 2004; Bubeck, 2015), but the most important facts are the following:

- If $x$ is a local optimum of a convex optimization problem, then it is also a global optimum.
- There exist algorithms to find an approximately optimal solution for convex optimization problems that are polynomial-time in the relevant properties of $f$ and $\mathcal{X}$, even under very weak "membership oracle" access to $\mathcal{X}$ (Abernethy and Hazan, 2016).


### 2.4.2 Strong convexity

A function $f$ is $\mu$-strongly convex with respect to some norm $\|\cdot\|$ if there exists $\mu>0$ such that, for all $x, y \in \operatorname{dom} f$ and all $g \in \partial f(x)$,

$$
\begin{equation*}
f(y) \geq f(x)+\langle g, y-x\rangle+\frac{\mu}{2}\|y-x\|^{2} . \tag{2.4}
\end{equation*}
$$

Informally, strongly convex functions are "at least as convex" as a quadratic function. Strong convexity leads to improved convergence rates of first-order optimization algorithms (Bubeck, 2015).

### 2.4.3 Quasiconvex functions

Definition 2.4.3. A function $f: \mathcal{D} \mapsto \mathbb{R}$ on the convex domain $\mathcal{D} \subseteq \mathbb{R}^{n}$ is quasiconvex if its sublevel sets $\mathcal{D}_{\alpha}=\{x \in \mathcal{D}: f(x) \leq \alpha\}$ are convex for all $\alpha \in \mathbb{R}$.

All convex functions are quasiconvex, but not all quasiconvex functions are convex: for example, the function $-e^{-x^{2}}$ as shown in Figure 2.1.


Figure 2.1: The function $-e^{-x^{2}}$ is quasiconvex but not convex.

Lemma 2.4.4 (Boyd and Vandenberghe (2004), §3.4). The following facts hold for quasiconvex functions on a convex $\mathcal{D} \subseteq \mathbb{R}$ (equivalently, $\mathcal{D}$ is an interval).
(a) If $f: \mathbb{R} \mapsto \mathbb{R}$ is continuous, then $f$ is quasiconvex if and only if at least one of the following conditions holds on $\mathcal{D}$ :

1. $f$ is nondecreasing.
2. $f$ is nonincreasing.
3. There exists $c \in \mathcal{D}$ such that for all $t \in \mathcal{D}$, ift $<c$ then $f$ is nonincreasing, and ift $\geq c$ then $f$ is nondecreasing.
(b) If $f: \mathbb{R} \mapsto \mathbb{R}$ is twice differentiable and $\frac{\mathrm{d}^{2} f}{\mathrm{~d} x^{2}}>0$ for all $x \in \mathcal{D}$ where $\frac{\mathrm{d} f}{\mathrm{~d} x}=0$, then $f$ is quasiconvex on $\mathcal{D}$.
(c) If $f(x)=\frac{p(x)}{q(x)}$, where $p: \mathbb{R} \mapsto \mathbb{R}$ is convex with $p(x) \geq 0$ on $\mathcal{D}$ and $q: \mathbb{R} \mapsto \mathbb{R}$ is concave with $q(x)>0$ on $\mathcal{D}$, then $f$ is quasiconvex on $\mathcal{D}$.

### 2.4.4 Convex optimization algorithms

Suppose $f: \mathbb{R}^{n} \mapsto \mathbb{R}$ is a convex function and that the optimum

$$
x^{\star}=\underset{x \in \mathbb{R}^{n}}{\operatorname{argmin}} f(x)
$$

exists. In this section we sketch the main results for optimization of a convex function under the firstorder oracle model, in which the algorithm can query $\nabla f(x)$ for arbitrary $x$ but has no further structural knowledge of $f(x)$. The first-order oracle falls in the broader class of black-box optimization models, which also includes zeroth-order oracles where only $f(x)$ can be queried.

Many black-box optimization algorithms require an initial guess $x_{0}$ and generate an infinite sequence of iterates $x_{1}, x_{2}, \ldots$ A central object of study for such algorithms is their convergence rate: a bound of the form

$$
f\left(x_{k}\right)-f\left(x^{\star}\right) \leq b(k),
$$

where the function $b(k): \mathbb{N} \mapsto \mathbb{R}_{\geq 0}$ depends on properties of $f$ and the distance $R=\left\|x_{0}-x^{\star}\right\|$.

Gradient descent The simplest procedure to optimize $f$ is (sub)gradient descent: starting with an initial guess $x_{0} \in \mathbb{R}^{n}$, we follow the recurrence

$$
x_{k+1}=x_{k}-\eta \nabla f\left(x_{k}\right),
$$

where $\eta>0$ is a step size parameter. When $f$ is not differentiable, we can understand $\nabla f(x)$ to denote an arbitrary deterministic selection from $\partial f(x)$.

When $f$ belongs to the following function classes, (sub)gradient descent with the appropriate choice of $\eta$ leads to the following convergence rates (Bubeck, 2015):

- L-Lipschitz: $O\left(\frac{R L}{\sqrt{k}}\right)$.
- $\beta$-smooth: $O\left(\frac{R^{2} \beta}{k}\right)$.
- $\beta$-smooth and $\mu$-strongly convex: $O\left(R^{2} \exp \left(-\frac{k}{\beta / \mu}\right)\right)$.

Accelerated gradient descent A computationally inexpensive modification of gradient descent introduced by Nesterov (1983) turns out to yield improved convergence rates. Starting with the initial guess $y_{0}=x_{0} \in \mathbb{R}^{n}$, we follow the recurrence

$$
\begin{aligned}
& x_{k+1}=y_{k}-\frac{1}{\beta} \nabla f\left(y_{k}\right), \\
& y_{k+1}=x_{k+1}+\frac{\sqrt{\beta}-\sqrt{\mu}}{\sqrt{\beta}+\sqrt{\mu}}\left(x_{k+1}-x_{k}\right) .
\end{aligned}
$$

Accelerated gradient descent leads to the following convergence rates (Bubeck, 2015):

- $\beta$-smooth: $O\left(\frac{R^{2} \beta}{k^{2}}\right)$.
- $\beta$-smooth and $\mu$-strongly convex: $O\left(R^{2} \exp \left(-\frac{k}{\sqrt{\beta / \mu}}\right)\right)$.

Note that the ratio $\frac{\beta}{\mu} \geq 1$ according to the definitions of smoothness and strong convexity.

Lower bounds The convergence rates attained by gradient descent and accelerated gradient descent are optimal. For any algorithm in the first-order oracle model that satisfies

$$
x_{k+1} \in \operatorname{span}\left(g_{1}, \ldots, g_{k}\right),
$$

where $g_{k}$ is the (sub)gradient queried at step $k$, there exists a $L$-Lipschitz convex function, a $\beta$-smooth convex function, and a $\beta$-smooth and $\mu$-strongly convex function for which $f\left(x_{k}\right)-f\left(x^{\star}\right)$ is lower-bounded by $\Omega(1 / \sqrt{k}), \Omega\left(1 / k^{2}\right)$, and $\Omega(\exp (-k))$ respectively (Bubeck, 2015).

### 2.5 Markov decision processes

The formalism of Markov decision processes captures a wide range of problems in which an agent interacts with a dynamical system.

Definition 2.5.1. A discrete-time Markov decision process (MDP) is defined by the tuple ( $\mathcal{X}, \mathcal{U}, P, r, \mu)$ where:

- $\mathcal{X}$ is the state space,
- $\mathcal{U}$ is the action space,
- $P: \mathcal{X} \times \mathcal{U} \mapsto \Delta(\mathcal{X})$ is the state transition map,
- $r: \mathcal{X} \times \mathcal{U} \mapsto \mathbb{R}$ is the reward function, and
- $\mu \in \Delta(\mathcal{X})$ is a distribution over initial state.

The agent interacts with the MDP in the following manner:

- The initial state is sampled: $x_{0} \sim \mu$.
- At each time step $t \in \mathbb{N}$, the agent observes the current state $x_{t} \in \mathcal{X}$ and takes an action $u_{t} \in \mathcal{U}$.
- The agent receives and observes the reward $r_{t}=r\left(x_{t}, u_{t}\right)$.
- The next state is sampled according to $x_{t+1} \sim P\left(x_{t}, u_{t}\right)$.

The property that

$$
P\left(x_{t+1} \mid x_{t}, u_{t}\right)=P\left(x_{t+1} \mid x_{1}, u_{1}, \ldots, x_{t}, u_{t}\right)
$$

is called the Markovian property.
Any method for choosing actions in a MDP is called a policy. A fully general definition of policies includes all functions $\mathcal{X} \times(\mathcal{X} \times \mathcal{U} \times \mathbb{R})^{<\mathbb{N}} \mapsto \Delta(\mathcal{U})$. That is, in addition to the current state, the policy could depend on the full sequence of states, actions, and rewards from previous timesteps. However, the Markovian property implies that history-dependent policies are unnecessary for optimality. A stationary policy is a function $\mathcal{X} \mapsto \Delta(\mathcal{U})$ that does not depend on the history or time index. A policy is called
deterministic if it only outputs point distributions. When discussing deterministic policies we state the policy class codomain as $\mathcal{U}$ instead of $\Delta(\mathcal{U})$.

If either of $\mathcal{X}$ and $\mathcal{U}$ are uncountable sets, then many mathematical statements about an MDP require substantial technical delicateness and additional conditions on $P, r$, and $\mu$ to ensure that derived objects of interest exist, are unique, and satisfy properties such as measurability. A thorough treatment of these issues is given by Bertsekas and Shreve (1978). To keep this section simple, we limit our discussion to finite MDPs. However, we emphasize that many of the core ideas, such as Bellman optimality, still hold in uncountable spaces under mild assumptions.

### 2.5.1 Partially observable Markov decision processes

In the standard MDP, the agent observes the full state $x_{t}$. This is often unrealistic. To model incomplete state observations, we introduce the notion of partial observability:

Definition 2.5.2. A discrete-time partially observable Markov decision process (POMDP) is defined by the tuple $(\mathcal{X}, \mathcal{U}, \mathcal{Y}, P, r, h, \mu)$ where:

- $\mathcal{X}, \mathcal{U}, P, r, \mu$ are as in Definition 2.5.1,
- $\mathcal{Y}$ is a measurable observation space,
- $h: \mathcal{X} \times \mathcal{U} \mapsto \Delta(\mathcal{Y})$ is the observation function.

The agent interacts with the MDP in the following manner:

- The initial state is sampled: $x_{0} \sim \mu$.
- At each time step $t \in \mathbb{N}$, the agent observes a single sample $y_{t} \sim h\left(x_{t}, u_{t}\right)$ and takes an action $u_{t} \in \mathcal{U}$. The agent does not observe $x_{t}$.
- The agent receives and observes the reward $r_{t}=r\left(x_{t}, u_{t}\right)$.
- The next state is sampled according to $x_{t+1} \sim P\left(x_{t}, u_{t}\right)$.

In the case where $\mathcal{X}, \mathcal{U}, \mathcal{Y}$ are all finite, computing an optimal finite-horizon policy when $P, r, h, \mu$ are known is PSPACE-complete (Papadimitriou and Tsitsiklis, 1987). This implies that a vast universe of computational problems can be reduced to policy optimization for a POMDP.

From the perspective of control theory, partially observable settings are the norm. It is often expensive or impossible to equip a physical system with enough sensors to measure all states. The task of estimating state from a history of inputs and outputs is known as state estimation. In linear dynamical systems, state estimation becomes mathematically and computationally tractable, as we will discuss in § 2.9.1.7. In nonlinear continuous-state systems it is generally difficult to provide performance guarantees for state estimation, but straightforward extensions of the linear methods often work well in practice when the system dynamics are smooth and the sensors are not too noisy.

Remark 2.5.3. The MDP model is more expressive than it may initially appear. For example, we can model a system where the dynamics change over time by adding a time index variable to the state space.

### 2.5.2 Trajectories

We refer to a record of interaction with an MDP as a trajectory and use the notation

$$
\tau=\left(x_{0}, u_{0}, r_{0}\right),\left(x_{1}, u_{1}, r_{1}\right), \ldots
$$

We refer to the space of all possible trajectories, with an "ambient" MDP implied by context, as $\mathbb{T}$. Note that $\mathbb{T}$ may be finite-dimensional or a sequence space. A policy $\pi: \mathcal{X} \mapsto \Delta(\mathcal{U})$ induces a distribution over $\mathbb{T}$ governed by

$$
\begin{equation*}
x_{0} \sim \mu, u_{t} \sim \pi\left(x_{t}\right), r_{t}=r\left(x_{t}, u_{t}\right), x_{t+1} \sim P\left(x_{t}, u_{t}\right) \tag{2.5}
\end{equation*}
$$

We will denote this distribution by $\boldsymbol{\tau}_{\pi}$. When we use the notation $\tau \sim \boldsymbol{\tau}_{\pi}$, it should be understood as a shorthand for the statement (2.5).

### 2.5.3 Infinite-horizon MDPs

An infinite-horizon MDP is one where time goes on forever, $t \rightarrow \infty$. For infinite-horizon MDPs, we define the state-value function, or simply value function, $V^{\pi}: \mathcal{X} \mapsto \mathbb{R}$ of the policy as the discounted sum

$$
\begin{equation*}
V^{\pi}(x)=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(x_{t}, u_{t}\right) \mid \pi, x_{0}=x\right] \tag{2.6}
\end{equation*}
$$

for $\gamma \in(0,1]$, where the expectation is taken over the randomness of the dynamics $P$ and of the policy $\pi$. If the reward $r$ is bounded, then a discount factor $\gamma<1$ ensures that $V^{\pi}$ is bounded. In some special cases (such as linear-quadratic regulators, see §2.9.1.6), it can be shown that $V^{\pi}$ is bounded for all policies of interest even though $r$ is unbounded, in which case $\gamma=1$ is safe to use.

Similarly, we define the action-value function or $Q$-function of $\pi$ as

$$
Q^{\pi}(x, u)=\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(x_{t}, u_{t}\right) \mid \pi, x_{0}=x, u_{0}=u\right] .
$$

MDP objective The optimization goal for infinite-horizon MDPs is to solve

$$
\begin{equation*}
\underset{\pi \in \Delta(\mathcal{U})^{X}}{\operatorname{maximize}} \underset{s \sim \mu}{\mathbb{E}}\left[V^{\pi}(s)\right], \tag{2.7}
\end{equation*}
$$

### 2.5.3.1 Bellman equations and operators

From the infinite-horizon value function definition (2.6), we immediately see its recursive nature:

$$
\begin{align*}
V^{\pi}(x) & =\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} r\left(x_{t}, u_{t}\right) \mid \pi, x_{0}=x\right] \\
& =\underset{u \sim \pi,}{\underset{x^{\prime} \sim P(x, u)}{\mathbb{E}}}\left[r(x, u)+\sum_{t=1}^{\infty} \gamma^{t} r\left(x_{t}, u_{t}\right) \mid \pi, x^{\prime}\right]  \tag{2.8}\\
& =\underset{u \sim \pi,}{\mathbb{E}} \underset{x^{\prime} \sim P(x, u)}{\mathbb{E}}\left[r(x, u)+\gamma V^{\pi}\left(x^{\prime}\right)\right],
\end{align*}
$$

where the first step uses linearity of expectation and the last step uses the Markov property. Alternatively, we can define the Bellman operator for $\pi$, denoted as $\mathcal{T}^{\pi}: \mathbb{R}^{\mathcal{X}} \mapsto \mathbb{R}^{\mathcal{X}}$, by

Intuitively, $\mathcal{T}^{\pi}$ takes an arbitrary value function $V$ and returns a value function "more like" the $V^{\pi}$. We can now rewrite the conclusion of eq. (2.8) as

$$
\mathcal{T}^{\pi} V^{\pi}=V^{\pi}
$$

In other words, $V^{\pi}$ is a fixed point of $\mathcal{T}^{\pi}$.

This gives us a way to characterize and compute $V^{\pi}$ for a given $\pi$, but it does not give us a way to characterize or compute an optimal $\pi$. For this, we define optimal value function and optimal $Q$-function as

$$
\begin{aligned}
V^{\star}(x) & =\sup _{\pi} V^{\pi}(x) \\
Q^{\star}(x, u) & =\sup _{\pi} Q^{\pi}(x, u)
\end{aligned}
$$

We define the Bellman optimality operator, denoted by $\mathcal{T}^{\star}: \mathbb{R}^{\mathcal{X} \times \mathcal{U}} \mapsto \mathbb{R}^{\mathcal{X} \times \mathcal{U}}$, by

$$
\begin{equation*}
\left(\mathcal{T}^{\star} Q\right)(x, u)=r(x, u)+\gamma \underset{x^{\prime} \sim P(x, u)}{\mathbb{E}}\left[\max _{u^{\prime} \in \mathcal{U}} Q\left(x^{\prime}, u^{\prime}\right)\right] . \tag{2.9}
\end{equation*}
$$

We say a function $Q \in \mathbb{R}^{\mathcal{X} \times \mathcal{U}}$ satisfies the Bellman optimality equations if

$$
\begin{equation*}
\mathcal{T}^{\star} Q=Q . \tag{2.10}
\end{equation*}
$$

It can be shown that (Agarwal et al., 2022):

- $Q=Q^{\star}$ if and only if $Q$ is a fixed point of $\mathcal{T}^{\star}$ (that is, if it satisfies the Bellman optimality equations).
- For any infinite-horizon MDP, an optimal stationary and deterministic policy exists.
- $\mathcal{T}^{\star}$ is a $\gamma$-contraction mapping with respect to the $\infty$-norm.

Taken together, these propositions imply that the recurrence

$$
Q^{(0)}=0, \quad Q^{(k+1)}=\mathcal{T}^{\star} Q^{(k)}
$$

will converge to $Q^{\star}$, and that any policy satisfying $\pi(x) \in \operatorname{argmax}_{u \in \mathcal{U}} Q^{\star}(x, u)$ is an optimal policy. The algorithm defined by computing this recurrence is known as $Q$-value iteration. Note that $Q$-value iteration requires full knowledge of $P$ and $r$.

### 2.5.4 Finite-horizon objective

In an episodic or finite-horizon MDP, the agent interacts with the environment for a fixed number of time steps, denoted by $H \in \mathbb{N}$, and is then reset back to an initial state $x_{0} \sim \mu$. For the finite-horizon case, the value and $Q$ functions are different for each time step. This implies that optimal policies for finite-horizon

MDPs are time-dependent in general: we must consider the policy class of functions $\mathcal{X} \times \mathbb{N} \mapsto \Delta(\mathcal{U})$. However, in this dissertation we are only concerned with optimizing stationary policies, even in finitehorizon settings. Therefore, for the purposes of this dissertation, for each $h \in\{0, \ldots, H-1\}$ we define

$$
V_{h}^{\pi}(x)=\mathbb{E}\left[\sum_{t=h}^{H-1} r\left(x_{t}, u_{t}\right) \mid \pi, x_{h}=x\right],
$$

and

$$
Q_{h}^{\pi}(x, u)=\mathbb{E}\left[\sum_{t=h}^{H-1} r\left(x_{t}, u_{t}\right) \mid \pi, x_{h}=x, u_{h}=u\right],
$$

where again the expectations are over the randomness in $P$ and $\pi$. For the purposes of this dissertation, the core optimization problem in finite-horizon MDPs is to solve

$$
\begin{equation*}
\underset{\pi \in \Delta(\mathcal{U})^{\mathcal{X}}}{\operatorname{maximize}} \underset{x \sim \mu}{\mathbb{E}}\left[V_{0}^{\pi}(x)\right] . \tag{2.11}
\end{equation*}
$$

Time-dependent equivalents of the Bellman optimality results described for infinite-horizon MDPs in §2.5.4 exist for finite-horizon MDPs. Stating these results requires more notational bookkeeping and is not used subsequently in this dissertation, so we omit them here. The proofs follow the same spirit, using the additivity of the value function and the Markov property of the dynamics.

Remark 2.5.4. Some classes of stochastic bandit problems (Lattimore and Szepesvári, 2020) can be interpreted as a degenerate case of episodic MDPs with $H=1$. For contextual bandits, the context becomes the state, while for pure bandits the state space becomes a singleton set.

### 2.6 Families of MDPs

In this dissertation we will often be interested in discussing a family of MDPs with $\mathcal{X}, \mathcal{U}$ in common but differences in one or more of $P, r, \mu$. When this arises, we use the notation $\Phi$ to refer to this family, and $\phi \in \Phi$ for a particular MDP in the family. When working with a family of MDPs, we use the notation

$$
P(\cdot \mid x, u ; \phi), \quad r(x, u ; \phi), \quad \mu(\cdot \mid \phi)
$$

to denote the "master" dynamics, reward, and initial state distributions that also depend on $\phi$. We use the subscripted terms $\left(P_{\phi}, r_{\phi}, \mu_{\phi}\right)$ to identify the transition dynamics, reward function, and initial state distribution for a particular $\phi \in \Phi$.

We will also use this notation to refer to families of optimal control problems that do not necessarily fit our discrete-time finite MDP formalism precisely. For example, we will use it to describe families of continuous-time linear dynamical systems in Chapter 6.

We are most interested in cases where $\Phi$ is highly structured. We now give a list of such examples.

### 2.6.1 Dynamics variations

In each of the following examples, only the dynamics $P$ change.

Kinematic-chain robots The family $\Phi$ represents a set of robots with a common kinematic topology but with variations in mass, geometry, actuator strength, coefficients of friction, and so on. The state space $\mathcal{X}$ is described by the position in $\mathrm{SE}(3)$ of the kinematic root, the combined rotational and angular velocities in $\mathfrak{s e}(3)$ of the kinematic root, and the angles and velocities of the joints, which applies to all robots. The action space $\mathcal{U}$ is torque commands for the joint actuators.

Aircraft The family $\Phi$ represents a set of aircraft. For practical purposes, the state is fully described as a rigid body. For a family of quadrotors, the action space $\mathcal{U}$ is four rotor thrusts. For a family of twin-engine airplanes, the action space $\mathcal{U}$ is two engine thrusts and the positions of the ailerons, elevators, and rudder.* $\Phi$ represents variations in mass, moments of inertia, thruster configuration, and aerodynamic properties that lead to different dynamics.

Manipulated rigid objects The family $\Phi$ represents different objects that may be held in the gripper of a robot. The objects are rigid, so their state is fully described by an element of $\mathrm{SE}(3) \times \mathfrak{s e}(3)$. However, the objects have different shapes, masses, and moments of inertia, resulting in different dynamics for the complete system of a force/torque-controlled robot grasping the object.

Deformable objects materials The family $\Phi$ represents variations in material properties of a deformable object that may be held in the gripper of a robot. Each variation shares the same shape, so its state is fully described by the same infinite-dimensional continuum state. However, the objects have different material properties leading to varying levels of springiness, compressibility, etc. Again, this results in different dynamics for the coupled robot-object system.

Game opponents The family $\Phi$ represents one player's side of a two-player competitive game with varying opponent strategies. The reward $r$ is zero until the game reaches a completed state. Different strategies of the opponent lead to different dynamics.

### 2.6.2 Reward variations

In each of the following examples, only the reward function $r$ changes.

[^0]Navigation goals The state space $\mathcal{X} \subseteq \mathbb{R}^{3}$ is some free space in the physical world. The action space $\mathcal{U}=\mathbb{R}^{3}$ is the desired robot velocity. The dynamics are simple integration combined with collision dynamics. The reward is $d(x, g)$ where $g \in \mathcal{X}$ is a goal state and $d$ is a semimetric on $\mathcal{X}$.

Object arrangement A robot manipulates a set of objects on a desk. The state space $\mathcal{X}$ is the positions of the objects, alongside the robot state. The action space $\mathcal{U}$ includes the ability to move, close, and release the robot's gripper. The reward encodes the user's preferences for how the objects are arranged. For example, the user might want long objects to always be parallel to one of the desk edges. Alternatively, the user might want all objects packed as tightly as possible on one side of the desk.

Driving styles In an autonomous car, the reward $r$ might encode the passenger's preferences regarding speed, aggressiveness, smoothness of motion, avoiding freeways, and so on.

Performance-efficiency tradeoffs Many robotics applications confront the system designer with a tradeoff between performance (time to complete a task, precision of tracking a trajectory, ...) and the amount of energy or other resources used. Changing the balance results in different reward functions.

### 2.7 Reinforcement learning

Reinforcement learning (RL) refers to the task of learning an optimal policy for an MDP-that is, solving the optimization problem (2.7) or (2.11)-without prior knowledge of the dynamics $P$, the reward $r$, or the initial state distribution $\mu$. In the standard formulation of RL, we can only learn information about the MDP by interacting with it through the agent "interface" of Definition 2.5.1. That is, we are placed in the state $x_{0}$, we take actions, observe the reward and next state, and the environment eventually resets in the finite horizon case.

On the other hand, computing an optimal policy when $P, r$, and $\mu$ are known is called solving the MDP in reference to the Bellman optimality equation $\mathcal{T}^{\star} Q=Q$ (§ 2.5.3), which can be solved directly using linear programming or value iteration in the finite-state case. In between there is a spectrum of interfaces with the MDP. For example, we may have an "oracle" or "generative model" to sample $P$ from any state and action instead of just the current state. In robotics the reward $r$ is often known and designed by the robotics engineer to achieve some practical goal. We may have the ability to reset the MDP to $x_{0} \sim \mu$ as desired.

There are a great many algorithms for reinforcement learning. In this dissertation, we will only explore one family of algorithms in depth: the policy gradient family, as defined in §2.7.2. We analyze a policy gradient method in Chapter 5.

### 2.7.1 On and off-policy algorithms

Reinforcement learning algorithms can be classified as either on-policy or off-policy. On-policy algorithms can only make use of data that was generated by the current iterate of the policy being optimized. Offpolicy algorithms can use data that was generated by a different behavior policy. Off-policy algorithms tend to be more complicated.

The off-policy data is often, but not always, from an earlier iterate of the policy being optimized. Initializing the store of off-policy data with human (or other "expert") demonstrations is a simple and powerful way to guide RL towards an optimal policy without the need for oracle access to the "expert" policy. The off-policy data may also be generated by a strategic exploration method, whereas in on-policy algorithms the exploratory actions must be part of the policy.

### 2.7.2 Policy gradient methods

Policy gradient methods are an important class of reinforcement learning algorithms built upon generic techniques for stochastic optimization. We first introduce the generic technique, and then discuss its properties when instantiated for the RL problem.

### 2.7.2.1 Log-derivative trick

Let $\mathcal{X}$ denote some measurable set and consider a parameterized family of probability distributions over $\mathcal{X}$. We have a parameter space $\Theta$. Each $\theta \in \Theta$ induces a distribution $p_{\theta} \in \Delta(\mathcal{X})$. Now additionally consider a measurable function $f: \mathcal{X} \mapsto \mathbb{R}$ and the optimization problem

$$
\underset{\theta \in \Theta}{\operatorname{minimize}} \underset{x \sim p_{\theta}}{\mathbb{E}} f(x)
$$

It is natural to attempt to solve this optimization problem with gradient descent (introduced in § 2.4.4) over $\theta$. However, without strong restrictions on the form of $f$ and the $p_{\theta}$, it is generally impossible to obtain analytic derivatives for this objective. More importantly, there are many situations where we do not know the full description of $f$, but only have a zeroth-order oracle access. This means we can query the value of $f(x)$ for any $x \in \mathcal{X}$, but we cannot compute the gradient $\nabla f(x)$. (For example, evaluating $f$ involves interacting with the real world.) In such situations, we can apply the following trick.

Theorem 2.7.1. If $p_{\theta}$ is a parameterized family of probability distributions where the probability density exists and is differentiable with respect to the parameter $\theta$, and other sufficient technical conditions are met (L'ecuyer, 1990, and references therein), then

$$
\begin{equation*}
\nabla_{\theta}\left[\underset{x \sim p_{\theta}}{\mathbb{E}} f(x)\right]=\underset{x \sim p_{\theta}}{\mathbb{E}}\left[\nabla_{\theta} \log p_{\theta}(x) f(x)\right] \tag{2.12}
\end{equation*}
$$

Proof. Assuming sufficient conditions hold to apply Leibniz's rule, we have

$$
\begin{align*}
\nabla_{\theta}\left[\underset{x \sim p_{\theta}}{\mathbb{E}} f(x)\right] & =\nabla_{\theta} \int_{x \in \mathcal{X}} p_{\theta}(x) f(x) \mathrm{d} x \\
& =\int_{x \in \mathcal{X}} \nabla_{\theta} p_{\theta}(x) f(x) \mathrm{d} x \\
& =\int_{x \in \mathcal{X}} \frac{p_{\theta}(x)}{p_{\theta}(x)} \nabla_{\theta} p_{\theta}(x) f(x) \mathrm{d} x  \tag{2.13}\\
& =\int_{x \in \mathcal{X}} p_{\theta}(x) \nabla_{\theta} \log p_{\theta}(x) f(x) \mathrm{d} x \\
& =\underset{x \sim p_{\theta}}{\mathbb{E}}\left[\nabla_{\theta} \log p_{\theta}(x) f(x)\right] .
\end{align*}
$$

After applying Theorem 2.7.1, the gradient may then be approximated by a finite sample as

$$
\begin{equation*}
\nabla_{\theta} \underset{x \sim p_{\theta}}{\mathbb{E}} f(x) \approx \frac{1}{N} \sum_{i=1}^{N} \nabla_{\theta} \log p_{\theta}\left(x_{i}\right) f\left(x_{i}\right) \tag{2.14}
\end{equation*}
$$

where each $x_{i} \sim p_{\theta}$. To compute this expression, we require the following:

- Ability to sample from $p_{\theta}$.
- Ability to compute the $\log$-density gradient $\nabla_{\theta} \log p_{\theta}(x)$.
- Zeroth-order oracle for $f$.
and we do not require the following:
- Ability to sample from any other distribution over $\mathcal{X}$.
- First-order oracle for $\nabla_{x} f$.


### 2.7.2.2 Policy gradient algorithm

Now we instantiate the log-derivative trick for the RL problem. Suppose our policy class $\Pi$ is parameterized: we have a parameter space $\Theta \subseteq \mathbb{R}^{d}$ and a joint parameter/state policy $\varpi: \Theta \times \mathcal{X} \mapsto \Delta(\mathcal{U})$. We further assume that for all of $\Theta \times \mathcal{X}$ the output of $\varpi$ admits a Radon-Nikodym derivative (density function), denoted by $\varpi(\cdot \mid x, \theta): \mathcal{U} \mapsto \mathbb{R}_{\geq 0}$, and that $\varpi(\cdot \mid x, \theta)$ is differentiable with respect to $\theta$. Using trajectory notation (§2.5.2), let

$$
R(\tau)=\sum_{t=h}^{H-1} r\left(x_{t}, u_{t}\right) .
$$

Let $\pi_{\theta}$ denote the partial application of $\varpi$ for the parameter $\theta$. We can then state the RL objective as

$$
\begin{equation*}
\underset{\theta}{\operatorname{maximize}} \underset{\tau \sim \boldsymbol{\tau}_{\theta}}{\mathbb{E}}[R(\tau)] \tag{2.15}
\end{equation*}
$$

We may perform gradient descent on the objective (2.15) by applying Theorem 2.7.1, yielding

$$
\begin{equation*}
\nabla_{\theta} \underset{\tau \sim \tau_{\pi_{\theta}}}{\mathbb{E}}[R(\tau)]=\underset{\tau \sim \tau_{\pi_{\theta}}}{\mathbb{E}}\left[\nabla_{\theta} \log \boldsymbol{\tau}_{\pi_{\theta}}(\tau) R(\tau)\right] \tag{2.16}
\end{equation*}
$$

The $R(\tau)$ term is obtained as a direct effect of sampling $\tau$ from the MDP. The first term expands to

$$
\begin{align*}
\nabla_{\theta} \log \boldsymbol{\tau}_{\pi_{\theta}}(\tau) & =\nabla_{\theta} \log \left(\mu\left(x_{0}\right) \prod_{t=0}^{H-1} \pi_{\theta}\left(u_{t} \mid x_{t}\right) P\left(x_{t+1} \mid x_{t}, u_{t}\right)\right) \\
& =\nabla_{\theta}\left(\log \mu\left(x_{0}\right)+\sum_{t=0}^{H-1} \log \pi_{\theta}\left(u_{t} \mid x_{t}\right)+\log P\left(x_{t+1} \mid x_{t}, u_{t}\right)\right) \\
& =\nabla_{\theta} \log \mu\left(x_{0}\right)+\sum_{t=0}^{H-1} \nabla_{\theta} \log \pi_{\theta}\left(u_{t} \mid x_{t}\right)+\nabla_{\theta} \log P\left(x_{t+1} \mid x_{t}, u_{t}\right)  \tag{2.17}\\
& =\sum_{t=0}^{H-1} \nabla_{\theta} \log \pi_{\theta}\left(u_{t} \mid x_{t}\right)
\end{align*}
$$

Critically, the initial state distribution $\mu$ and the transition dynamics $P$ do not appear in the final line. This means it is possible to approximate the gradient of the RL objective (2.15) only by interacting with
the MDP using $\pi_{\theta}$ and evaluating $\nabla_{\theta} \log \pi_{\theta}(\cdot \mid \cdot)$ on the sampled actions. Putting it all together, we see the typical form known as REINFORCE (Williams, 1992):

$$
\begin{equation*}
\mathbb{E}[\hat{g}]=\nabla_{\theta} \underset{\tau \sim \tau_{\pi_{\theta}}}{\mathbb{E}}[R(\tau)], \quad \hat{g}=\left(\sum_{t=0}^{H-1} r_{t}\right)\left(\sum_{t=0}^{H-1} \nabla_{\theta} \log \pi_{\theta}\left(u_{t} \mid x_{t}\right)\right) . \tag{2.18}
\end{equation*}
$$

This can be approximated by a finite sample of interactions with the MDP and used to perform gradient descent. In general the RL objective is not convex, so the convergence rate guarantees for gradient descent presented in §2.4.4 do not apply. As we can observe from the sampling distribution in (2.18), policy gradient methods are on-policy algorithms (§2.7.1).

The gradient estimator $\hat{g}$ is unbiased, but in practice it can have very high variance. If a sample $\hat{g}$ that is far from $\mathbb{E}[\hat{g}]$ is used in gradient descent, it can potentially cause a drastic and undesirable change in $\pi_{\theta}$, and thus also in $\boldsymbol{\tau}_{\pi_{\theta}}$. Various tricks have been proposed to reduce variance, for example subtracting an action-independent "baseline", also known as a control variate (Greensmith et al., 2004), and using a trust region (Schulman et al., 2015).

Another important limitation of policy gradient algorithms is that they depend on the stochasticity of the policy $\pi_{\theta}$ to explore the MDP. It is critical that $\theta$ be initialized to a policy with high action entropy and that the action distribution does not collapse. One popular method to (heuristically) achieve the latter is entropy regularization, where a bonus is added to the reward that encourages high-entropy conditional action distributions and/or state visitation distributions. Entropy regularization can also yield policies more robust to changes in the MDP dynamics (Eysenbach and Levine, 2021). ${ }^{\dagger}$

By contrast, off-policy RL algorithms and can use exploration procedures that are independent of the current policy iterate. Exploration based on the principle of optimism in the face of uncertainty is especially powerful in off-policy algorithms, where it can deliver sample complexity bounds unavailable under naive

[^1]( $\epsilon$-greedy) exploration (Jin et al., 2018). Recently, optimism in the face of uncertainty has been adapted to policy gradient methods (Agarwal et al., 2020).

### 2.8 Control theory paradigms

Traditionally, the field of control theory is concerned with MDP-like settings in which the state space $\mathcal{X}$ is (some subset of) $\mathbb{R}^{n}$ and a reasonable model of the transition dynamics $P$ is available. The model is usually either derived from physics or estimated from interacting with the real system.

In the case of physics-derived models there are often parameters that must be supplied, for example spring constants, masses, and so on. However, these parameters can often be identified using scientific experiments "outside" the MDP. For example, we may remove a spring from an assembly and measure its spring constant directly with a weight scale and a ruler.

### 2.8.1 System identification

The process of estimating a model or parameters from interacting with the real system (i.e. through the MDP "interface") is known as system identification. There are two components to system identification: some way to estimate $\phi$ from a state-action sequence $x_{0: T}, u_{0: T-1}$, and some scheme for choosing the inputs $u_{0: T-1}$ to make the estimation problem easy (or possible at all).

One way to formalize the system identification problem is as maximum-likelihood estimation (MLE) problem, where our goal is to select the $\phi$ under which the observed sequence was most probable:

$$
\begin{equation*}
\underset{\phi \in \Phi}{\operatorname{maximize}} \quad \operatorname{Pr}\left(x_{1: T} \mid u_{0: T-1} ; x_{0}, \phi\right) . \tag{2.19}
\end{equation*}
$$

This is equivalent to maximizing the logarithm of the likelihood. Taking the logarithm and using the Markov assumption, we have

$$
\log \operatorname{Pr}\left(x_{0: T} \mid u_{0: T-1} ; \phi\right)=\log \mu\left(x_{0} \mid \phi\right)+\sum_{t=1}^{T} \log P\left(x_{t} \mid x_{t-1}, u_{t-1} ; \phi\right) .
$$

Assuming the whole-family dynamics density $P(\cdot \mid x, u ; \phi)$ is known and is differentiable with respect to $\phi$, the maximum-likelihood objective (2.19) is also differentiable with respect to $\phi$, so the MLE problem is amenable to numerical optimization. On the other hand, if $P(\cdot \mid x, u ; \phi)$ is unknown or is only accessible via black-box sampling (i.e. a non-differentiable simulator), the problem (2.19) is no longer easy to optimize.

An alternative is to simply learn a function that maps ( $x_{0: T}, u_{0: T-1}$ ) directly to an estimate of $\phi$. The field of deep learning (§2.11) provides powerful function classes such as recurrent and convolutional neural networks that are well-suited to representing such a function. Our work in Chapter 3 implements this idea.

### 2.8.1.1 Persistence of excitation

Persistence of excitation refers to a sufficient condition on input signals to ensure that the solution of the system identification problem (2.19) converges to the true $\phi$ in the limit of infinite data. For linear systems, it is possible that inputs from a stabilizing linear feedback controller can fail to be persistently exciting. In other words, the goals of 1 ) minimizing some optimality criterion and 2) correctly identifying $\phi$ may be in conflict with each other. In this dissertation we are not concerned with the precise definition of persistent excitation for linear systems, but the overall concept is a key motivation for the methods we propose in Chapter 3.

### 2.8.2 Control with known model

Many published results in control theory provide guarantees under the assumption that an error-free dynamics model is available. In general, there is no reason to believe that these guarantees will be preserved
if the controller is deployed on a system different from the model. In certain cases it is safe, such as the fully observable LQR problem (§2.9.1.6) with uncertainty in the input matrix (Safonov and Athans, 1977). On the other hand, introducing partial observability to this same setting can be catastrophic: the famous note of Doyle (1978) gave an example of a system where an arbitrarily small model error renders a nominally optimal (controller, observer) pair unable to even stabilize the system. Recently, this fragility has appeared in complex nonlinear settings as the so-called "sim-to-real" problem in reinforcement learning, which we discuss in Chapter 3.

### 2.8.3 Robust control

The robust control paradigm mainly concerns scenarios in which we know that the true MDP $\phi$ belongs to some small set $\Phi$, for example some small neighborhood of uncertainty about a nominal system. We seek a policy $\pi: \mathcal{X} \mapsto \mathcal{U}$ that is in some sense adequate for all $\phi \in \Phi$ simultaneously. Traditionally the sense of "adequate" is based on stabilization or system norms. Certain models of uncertainty in the dynamics parameters are also equivalent to robustness against disturbance input signals (Dullerud and Paganini, 2000). In the case of linear dynamical systems, robust control is a mathematically deep topic with connections to functional analysis and convex optimization. Robust control is also highly focused on partially observable settings. Robust methods often consider the full closed loop of state estimator and controller, rather than studying each in isolation. Historically, robust control developed in response to issues of the type observed by Doyle (1978), as mentioned previously.

### 2.8.4 Gain scheduling

Gain scheduling describes a technique in which some auxiliary information to identify $\phi$ is available. A classic example is an airplane autopilot, where the altitude and airspeed strongly affect the ability of the aerodynamic control surfaces to exert moments about the airplane's rotational axes. The altitude and
airspeed can be directly measured with sensors. Therefore, a controller is designed in which the attitude feedback gains depend on the altitude and airspeed sensor inputs (Åström and Wittenmark, 2013). The term "gain" should be understood to mean "control policy" rather than anything more specific like gains for a PID controller.

### 2.8.5 Adaptive control

In its broadest interpretation, the term adaptive controller refers to any controller that changes its behavior based on the (possibly unknown) value of $\phi$ while it is running. However, in common usage it is restricted to cases where $\phi$ cannot be directly measured, thus excluding the gain-scheduling controllers. In particular, the so-called self-tuning regulator directly attempts to estimate $\phi$ using system identification techniques (§2.8.1), and then uses the estimate of $\phi$ to synthesize an optimal controller.

The self-tuning regulator paradigm is quite broad, but in practice it most commonly refers to cases where:

- Structural knowledge of $\Phi$ can be exploited in the process of identifying $\phi$. For example, in linear dynamical systems, recursive least-squares estimation is especially efficient.
- Synthesizing an optimal policy and/or selecting an optimal action conditioned on the estimate of $\phi$ can be done in real time.

In Chapter 3 of this dissertation, we present a method for synthesizing adaptive controllers in systems that violate both of these assumptions.

### 2.8.6 Model-predictive control

Model-predictive control (MPC) is a class of controllers based on solving optimization problems quickly in a real-time loop, rather than storing the control policy as some sort of closed-form function. MPC is
not a subset or disjoint of any of the categories listed above. Known-model, robust, gain-scheduled, and adaptive versions of MPC all exist.

Suppose a deterministic discrete-time dynamics model $x^{\prime}=f(x, u)$ is known and the current system state is $x_{t}$. Model-predictive control poses the optimization problem

$$
\begin{array}{ll}
\underset{u_{t}, \ldots, u_{t+K-1}}{\operatorname{minimize}} & \sum_{\tau=0}^{K-1} \ell_{\tau}\left(x_{t+\tau}, u_{t+\tau}\right)+\ell^{R}\left(u_{t: t+K-1}\right) \\
\text { subject to } & x_{t+\tau+1}=f\left(x_{t+\tau}, u_{t+\tau}\right) \forall \tau \in\{0, \ldots, K-1\} \\
& u_{t+\tau} \in \mathcal{U} \forall \tau \in\{0, \ldots, K-1\}, \tag{2.22}
\end{array}
$$

where each $\ell_{\tau}$ is a task-determined loss (for example, tracking a goal trajectory in $x$ ), the term $\ell^{R}$ imposes regularization (for example, penalizing large changes in consecutive values of $u$ ), and the horizon $K$ is a user-chosen hyperparameter. This is a simple MPC formulation. It is also possible to add state constraints and more complex constraints on the set of admissible input sequences.

### 2.8.6.1 Receding horizon

Solving the optimization problem (2.20) yields a sequence of inputs $u_{t}^{\star}, \ldots, u_{t+K-1}^{\star}$. Typically, only the first input $u_{t}^{\star}$ is actually supplied to the system. Then the sensors and estimation system produce the actual value of $x_{t+1}$, which may not be equal to $f\left(x_{t}, u_{t}^{\star}\right)$ due to modeling error and/or disturbances. We then immediately solve another MPC problem starting from the true $x_{t+1}$, which is used to decide the input $u_{t+1}$.

This pattern gives MPC a favorable structure for iterative optimization methods. If the optimization algorithm requires an initial guess, then the guess

$$
u_{t+1}^{\star}, \ldots, u_{t+K-1}^{\star}, u_{t+K-1}^{\star}
$$

constructed by shifting the previous solution and duplicating the last input is often a nearly optimal for the new optimization problem. Therefore, the optimization algorithm may require far fewer iterations than it would require if starting from scratch, for example with all $u_{i}=\mathbf{0}$.

### 2.8.6.2 Linear MPC

An important special case of MPC is linear dynamics (§2.9) with convex losses $\ell_{t}$ and convex regularization $\ell^{R}$ where each $\mathcal{U}_{\tau}$ is a convex set. The linear dynamics imply that $x_{t+\tau}$ is an affine function of $u_{t: t+\tau-1}$. Therefore, due to properties of convex functions (§2.4.1), the problem (2.20) is a convex optimization problem. If the $\ell_{t}$ and $\ell^{R}$ are quadratic, then the problem is similar to a linear-quadratic regulator (§2.9.1.6), but MPC can easily handle convex constraints on both actions and states, which cannot fit into the standard LQR framework.

### 2.9 Linear dynamical systems and control

In this section we collect the background material on linear control theory needed to state our results. We only consider time-invariant linear systems, where the coefficient matrices of the recurrences or differential equations are constant with respect to time. For brevity, we will take the term "linear system" and the acronym "LTI system" to mean "linear time-invariant system".

Linear dynamical systems are defined for both discrete and continuous time. We give a brief tour of discrete-time linear control first. We will follow with an abbreviated discussion of continuous-time linear control.

### 2.9.1 Discrete time

### 2.9.1.1 Autonomous system

A discrete-time deterministic linear dynamical system follows the recurrence

$$
\begin{equation*}
x_{t+1}=A x_{t} \tag{2.23}
\end{equation*}
$$

for $x_{t} \in \mathbb{R}^{n}, A \in \mathbb{R}^{n \times n}$.

### 2.9.1.2 Stability

Perhaps the most important concept for linear dynamical systems is that of stability. For the purposes of this overview, a discrete-time linear dynamical system is stable if

$$
\lim _{t \rightarrow \infty}\left\|x_{t}\right\|=0
$$

for all initial states $x_{0}$ under some norm $\|\cdot\|$. Far more general definitions of stability exist for broader classes of systems (Hinrichsen and Pritchard, 2005). The state at time $t$ is given by

$$
x_{t}=A^{t} x_{0}
$$

Recalling that $\rho(A)=\max \{|\lambda|: \lambda \in \Lambda(A)\}$, the spectrum of $A$ controls how quickly the states decay towards zero:

Theorem 2.9.1. (Hinrichsen and Pritchard, 2005, Lemma 3.3.19) If $\rho(A)<e^{\omega}$, then there exists $M>0$, depending on $\omega$, such that

$$
\left\|A^{t}\right\|_{2,2} \leq M e^{\omega t}, \quad t \in \mathbb{N}
$$

If $\rho(A)<1$ then $\omega<0$, so we see $\left\|A^{t}\right\|_{2,2}$ goes to zero. This condition is necessary as well as sufficient: if $\lambda, \nu$ is an eigenvalue/eigenvector pair of $A$ and $|\lambda| \geq 1$, then $\left\|A^{t} \nu\right\|=\left\|\lambda^{t} \nu\right\|=\lambda^{t}\|\nu\| \neq 0$. Therefore, the discrete-time linear dynamical system (2.23) is stable if and only if $\rho(A)<1$. A matrix with $\rho(A)<1$ is called Schur (not to be confused with the well-known Schur complement of a block matrix).

### 2.9.1.3 Linear control systems

A linear control system has inputs in addition to state. A discrete-time linear control system follows the recurrence

$$
\begin{equation*}
x_{t+1}=A x_{t}+B u_{t}+w_{t}, \tag{2.24}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are arbitrary matrices and $w_{t} \in \mathbb{R}^{n}$ is a disturbance from the environment. In the deterministic case, we have $w_{t}=\mathbf{0}$ for all $t$. In the stochastic case, we assume $w_{t}$ is sampled i.i.d. in time according to some probability distribution. Often the distribution is Gaussian: $w_{t} \sim \mathcal{N}\left(\mathbf{0}, \Sigma_{x}\right)$ for some $\Sigma_{x} \succeq \mathbf{0}$. If $w_{t}$ is allowed to be adversarial, sophisticated analysis beyond the scope of this dissertation is required.

### 2.9.1.4 Controllability

It is clear from the trivial example $B=\mathbf{0}$ that not all linear control systems can be driven to arbitrary states. This is formalized by the notion of controllability.

Definition 2.9.2. The discrete-time linear control system (2.24) is controllable if, for any initial state $x_{0} \in \mathbb{R}^{n}$ and goal state $x_{g} \in \mathbb{R}^{n}$, there exists $H \in \mathbb{N}$ and an input sequence $\left(u_{0}, \ldots, u_{H-1}\right) \in\left(\mathbb{R}^{m}\right)^{H}$ such that $x_{H}=x_{g}$.

Controllability rank conditions Controllability of discrete-time systems can be reduced to simple linear-algebraic questions about the matrices $A$ and $B$. To see this, we now expand the expression for $x_{H}$ and introduce the notation

$$
\begin{aligned}
x_{H} & =A^{H} x_{0}+A^{H-1} B u_{0}+\cdots+B u_{H-1} \\
& \triangleq A^{H} x_{0}+\underbrace{\left[\begin{array}{lllll}
A^{H-1} B & A^{H-2} B & \cdots & A B & B
\end{array}\right]}_{L_{c}(H)} \underbrace{\left[\begin{array}{lllll}
u_{0}^{\top} & u_{1}^{\top} & \ldots & u_{H-2}^{\top} & u_{H-1}
\end{array}\right]^{\top}}_{u_{0: H-1}} .
\end{aligned}
$$

From this, we can see that a system can be driven to an arbitrary goal $x_{g}$ in $H$ timesteps if and only if the system of linear equations

$$
L_{c}(H) u_{0: H-1}=x_{g}-A^{H} x_{0}
$$

has a solution in the variables $u_{0: H-1} \in \mathbb{R}^{m H}$. Since $x_{g}$ is arbitrary, this is true for all $x_{g}$ and $x_{0}$ if and only if $\operatorname{rank}\left(L_{c}(H)\right)=n$. It can be shown that if $\operatorname{rank}\left(L_{c}(n)\right)<n$, then $\operatorname{rank}\left(L_{c}(H)\right)<n$ for all $H>n$, so $\operatorname{rank}\left(L_{c}(n)\right)=n$ is a necessary and sufficient condition for controllability. The matrix $L_{c}(n)$ is known as the controllability matrix. For simplicity, we use the notation $L_{c}=L_{c}(n)$.

Since the controllability matrix $L_{c}$ is "wide" in general, it is sometimes convenient to instead consider the matrix

$$
W_{c}=L_{c} L_{c}^{\top}=\sum_{i=0}^{H-1} A^{i} B B^{\top}\left(A^{\top}\right)^{i}
$$

known as the controllability Gramian. Because $\operatorname{rank}\left(W_{c}\right)=\operatorname{rank}\left(L_{c}\right)$, the condition $\operatorname{rank}\left(W_{c}\right)=n$ is also necessary and sufficient for controllability. Note that these rank conditions are often numerically unstable to compute in practice, and more appropriate alternative tests exist.

### 2.9.1.5 Stabilizing controllers

If we use a linear control policy $u_{t}=K x_{t}$ for some $K \in \mathbb{R}^{m \times n}$, then the system dynamics become

$$
x_{t+1}=A x_{t}+B K x_{t}+w_{t} .
$$

In the case where $w_{t}=\mathbf{0}$, the closed-loop system has the linear dynamics

$$
x_{t+1}=(A+B K) x_{t} .
$$

Therefore, our results on stability of linear systems apply: If $\rho^{+}(A+B K)<1$, then our control policy stabilizes the system. It can be shown that such a stabilizing $K$ exists if and only if the system is controllable.

### 2.9.1.6 Linear quadratic regulator (LQR)

If we impose a quadratic cost on a linear dynamical system, we obtain the heavily-studied linear quadratic regulator (LQR) problem setup. More specifically, we specify the cost

$$
\begin{equation*}
J=\sum_{t=0}^{H} c\left(x_{t}, u_{t}\right) \triangleq \sum_{t=0}^{H} x_{t}^{\top} Q x_{t}+u_{t}^{\top} R u_{t}, \tag{2.25}
\end{equation*}
$$

where $Q \succeq 0$ and $R \succ 0$. We sometimes use the notation $c_{t}=c\left(x_{t}, u_{t}\right)$. The horizon $H$ may be either finite or infinite. It is most natural to think of (2.25) as a penalty on being far from the zero state (first term) and expending control energy (second term). To adapt LQR problems to the standard reward-based MDP formulation, we set $r(x, u)=-c(x, u)$. ${ }^{\ddagger}$

[^2]Optimal controller for LQR It can be shown (Lancaster and Rodman, 1995) that, for the infinitehorizon case, the policy that minimizes Equation (2.25) is linear feedback of the form $u_{t}=K x_{t}$, which leads to quadratic total cost, i.e. $J=x_{0}^{\top} P x_{0}$ for some $P \succeq 0$, where $P$ is the unique maximal positive semidefinite solution to the discrete-time algebraic Riccati equation (DARE):

$$
P=A^{\top} P A-A^{\top} P B\left(R+B^{\top} P B\right)^{-1} B^{\top} P A+Q .
$$

The optimal controller is then

$$
K=-\left(R+B^{\top} P B\right)^{-1} B^{\top} P A
$$

We emphasize that this controller is optimal over the class of all feedback controllers, not only the linear feedback controllers.

### 2.9.1.7 Outputs and State Estimation

In many real-world dynamical systems it is not possible to measure every dimension of the state $x$. For example, many small unmanned aircraft contain an inertial measurement unit (IMU) capable of measuring acceleration and gravity forces and a global positioning system (GPS) receiver capable of measuring position, but no instrument capable of measuring velocity. For linear systems, we consider a sensor or set of sensors that measure some linear mapping of the state

$$
y=C x
$$

for $C \in \mathbb{R}^{p \times n}$.

### 2.9.1.8 Observability

Analogous to the notion of controllability, a LTI system must satisfy certain conditions to ensure that it is possible to estimate $x$ from a history of inputs $u$ and outputs $y$. For a generic (possibly nonlinear) discretetime system, we define observability by the condition that there exists $H \in \mathbb{N}$ and an input sequence $\left(u_{0}, \ldots, u_{H-1}\right)$ such that it is possible to determine the initial state $x_{0}$ from the known inputs and the observations $y_{0}, \ldots, y_{H}$.

For a LTI system, expanding the expressions for the observations yields

$$
\begin{align*}
& {\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{3} \\
\vdots \\
y_{H}
\end{array}\right]=\left[\begin{array}{ccccc}
C & & & & \\
C A & C B & & & \\
C A^{2} & C A B & C B & & \\
\vdots & \vdots & & \ddots & \\
C A^{H-1} & C A^{H-2} B & & \ddots & C B
\end{array}\right]\left[\begin{array}{c}
x_{0} \\
u_{0} \\
u_{1} \\
\vdots \\
u_{H-1}
\end{array}\right]} \\
& =\underbrace{\left[\begin{array}{c}
C \\
C A \\
C A^{2} \\
\vdots \\
C A^{H-1}
\end{array}\right]}_{L_{o}(H)} x_{0}+\text { const. } \tag{2.26}
\end{align*}
$$

Therefore, determining $x_{0}$ reduces to solving a linear system. We see that for LTI systems, the feasibility of determining $x_{0}$ does not depend on the chosen inputs at all. (This is not true in general for nonlinear systems.) Instead, it depends only on the coefficient matrix $L_{o}(H)$. Although this system will generally be overdetermined, in a perfectly modeled and noiseless system one can show that it will always have an exact solution if and only if $\operatorname{rank}(H)=n$ for sufficiently large $H$. As in the controllability case, we can show that must hold for some $H \leq n$, so the matrix $L_{o} \triangleq L_{o}(n)$ is called the observability matrix.

### 2.9.1.9 Luenberger observer

Suppose we wish to design an online recursive estimator of the current state $x_{t}$. Let $\hat{x}_{t}$ denote the current estimate of $x_{t}$. A controller (outside our influence) supplies an input $u_{t}$, and we observe $y_{t}=C x_{t}$. It is reasonable to impose that our update for $\hat{x}_{t+1}$ takes the form

$$
\hat{x}_{t+1}=A \hat{x}_{t}+B u_{t}+f\left(y_{t}, \hat{x}_{t}\right) .
$$

Now we additionally impose that $f\left(y_{t}, \hat{x}_{t}\right)=L\left(y_{t}-C \hat{x}_{t}\right)$, that is, we update the estimate with a linear function of the "residual" $y_{t}-C \hat{x}_{t}$, or the difference between the true measurement and the measurement predicted by our estimate. We then examine the dynamics of the estimate error $e_{t}=\hat{x}_{t}-x_{t}$ :

$$
\begin{align*}
e_{t+1} & =\hat{x}_{t+1}-x_{t+1} \\
& =A \hat{x}_{t}+B u_{t}+L\left(y_{t}-C \hat{x}_{t}\right)-\left(A x_{t}+B u_{t}\right) \\
& =A\left(\hat{x}_{t}-x_{t}\right)+L\left(y_{t}-C \hat{x}_{t}\right)  \tag{2.27}\\
& =A\left(\hat{x}_{t}-x_{t}\right)+L\left(C x_{t}-C \hat{x}_{t}\right) \\
& =(A+L C) e_{t} .
\end{align*}
$$

The error dynamics are linear, so the stability condition for linear systems implies that, if $\rho^{+}(A+L C)<1$, then $e_{t} \rightarrow \mathbf{0}$ as $t \rightarrow \infty$. We note that $\rho^{+}(A+L C)=\rho^{+}\left(A^{\top}+C^{\top} L^{\top}\right)$, matching exactly the form $A+B K$ we encounter when describing stabilizing controllers (§ 2.9.1.5). Therefore, linear estimator synthesis is mathematically equivalent to linear control synthesis, with $\left(A^{\top}, C^{\top}\right)$ playing the same role as $(A, B)$.

### 2.9.1.10 Kalman filter

For control synthesis, we discussed both arbitrary stabilizing controllers and optimal controllers according to the LQR cost criterion. We might ask if a similar notion of an optimal observer exists for state estimation.

The LQR quadratic cost expressed a tradeoff between regulating the state to zero and consuming energy with control inputs. For state estimation, a quadratic cost would also capture the goal of driving the estimate error to zero, but imposing a cost on the magnitude of the update $L\left(y_{t}-C \hat{x}_{t}\right)$ does not have a clear meaning.

It turns out that a useful "cost" will arise if we consider the stochastic case, where the dynamics are given by

$$
x_{t+1}=A x_{t}+B u_{t}+w_{t}, \quad y_{t}=C x_{t}+v_{t}
$$

where the dynamics noise $w_{t}$ and sensor noise $v_{t}$ are both zero-mean Gaussian random variables with covariances $\Sigma_{x}$ and $\Sigma_{y}$ respectively.

Whereas the Luenberger observer only maintained an estimate $\hat{x}$ of the state, in the stochastic case we will maintain a Gaussian belief distribution:

$$
x_{t} \sim \mathcal{N}\left(\hat{x}_{t}, P_{t}\right) .
$$

From the properties of Gaussian distributions, after supplying the input $u_{t}$, the belief distribution should change according to

$$
\hat{x}_{t}^{\prime}=A \hat{x}_{t}+B u_{t}, \quad P_{t}^{\prime}=A P_{t} A^{\top}+\Sigma_{x} .
$$

This is known as the propagation step. The key question is how to update the belief distribution after observing the output $y_{t}$. This can be treated as a Bayesian inference problem where the current belief is the prior, the measurement $y_{t}$ is the evidence, and the updated belief distribution is the posterior. Instead of the common maximum a priori (MAP) update, we will seek an update that minimizes the trace of the updated belief covariance. Deriving the update from probabilistic principles without making the assumption that
we update $\mu$ with a linear function of the measurement residual-as we did for the Luenberger observer-is complex. It is beyond the scope of this dissertation to derive the update, but it takes the form

$$
\begin{aligned}
& e_{t}=y_{t}-C \hat{x}_{t-1}^{\prime} \\
& S_{t}=C P_{t-1}^{\prime} C^{\top}+\Sigma_{y} \\
& K_{t}=P_{t-1}^{\prime} C^{\top} S_{t}^{-1} \\
& \hat{x}_{t}=\hat{x}_{t-1}^{\prime}+K_{t} e_{t} \\
& P_{t}=\left(I-K_{t} C\right) P_{t-1}^{\prime}
\end{aligned}
$$

where $e_{t}$ is the measurement residual, $S_{t}$ is the covariance of $e_{t}$ according to the current belief distribution, $K_{t}$ is the so-called Kalman gain, and $\left(\hat{x}_{t}, P_{t}\right)$ are the updated belief distribution parameters. This is called the update step.

Although we have coupled the propagation and update steps notationally, they need not be coupled. For instance, it is common in practice to have several propagation steps per update step.

### 2.9.2 Continuous time

All of the discrete-time definitions and theorems stated above have analogues for continuous-time systems. We quickly review these analogues here. In the remainder of this dissertation we will never need to refer to a discrete-time and continuous-time linear control system simultaneously, so we overload all notation and rely on context to disambiguate.

### 2.9.2.1 Autonomous system

A continuous-time deterministic linear dynamical system follows the ordinary differential equation (ODE)

$$
\begin{equation*}
\dot{x}(t)=A x(t) \tag{2.28}
\end{equation*}
$$

for $t \in[0, \infty), x(t) \in \mathbb{R}^{n}, A \in \mathbb{R}^{n \times n}$.

### 2.9.2.2 Stability

Again stability is defined by

$$
\lim _{t \rightarrow \infty}\|x(t)\|=0
$$

for all initial states $x(0)$. The state at time $t$ is given by

$$
x_{t}=e^{t A} x_{0}
$$

where the matrix exponential is defined by the usual power series. For continuous-time LTI systems $\dot{x}=A x$, we have that

Theorem 2.9.3. (Hinrichsen and Pritchard, 2005, Lemma 3.3.19) If $\rho^{+}(A)<\omega$, then there exists $M>0$ such that

$$
\lim _{t \rightarrow \infty}\left\|e^{t A}\right\|_{2,2} \leq M e^{\omega t}, \quad t \in \mathbb{R}_{\geq 0}
$$

By a similar argument as the discrete case using an eigenvalue-eigenvector pair, the system $\dot{x}=A x$ cannot be stable if $\rho^{+}(A) \geq 0$. Therefore, the continuous-time linear dynamical system (2.28) is stable if and only if $\rho^{+}(A)<0$. A matrix with $\rho^{+}(A)<0$ is called Hurwitz.

### 2.9.2.3 Linear control systems

A continuous-time deterministic linear control system has the state and input spaces $\mathcal{X}=\mathbb{R}^{n}, \mathcal{U}=\mathbb{R}^{m}$, and follows the ODE

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B u(t) \tag{2.29}
\end{equation*}
$$

where $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times m}$ are arbitrary matrices. (We will not consider continuous-time stochastic systems in this dissertation.)

### 2.9.2.4 Controllability

The continuous-time linear control system (2.29) is controllable if, for any initial state $x_{0} \in \mathbb{R}^{n}$, goal state $x_{g} \in \mathbb{R}^{n}$, and time horizon $T>0$, there exists a continuous function $u(t):[0, T) \mapsto \mathbb{R}^{m}$ for which the system reaches state $x_{g}$ at time $T$.

It turns out that the exact same definition and rank condition of the controllability matrix as in the discrete-time case (§2.9.1.4) imply controllability in the continuous case. We will not prove this here. The controllability Gramian is defined differently, but it also has full-rank controllability condition.

### 2.9.2.5 Linear-quadratic regulator

The infinite-horizon continuous-time linear quadratic regulator (LQR) problem is specified by the cost from a particular starting state $x(0) \in \mathbb{R}^{n}$ by

$$
\begin{equation*}
J_{x(0)}=\int_{0}^{\infty}\left[x(t)^{\top} Q x(t)+u(t)^{\top} R u(t)\right] \mathrm{d} t, \tag{2.30}
\end{equation*}
$$

where $Q \succeq 0$ and $R \succ 0$. Again, it can be shown (Lancaster and Rodman, 1995) that the optimal controller is linear feedback of the form $u(t)=K x(t)$, which leads to the optimal total cost taking the quadratic form $J_{x(0)}=x(0)^{\top} P x(0)$, where $P \succeq 0$ is the unique maximal positive semidefinite solution to the continuous-time algebraic Riccati equation (CARE):

$$
\begin{equation*}
A^{\top} P+P A-P B R^{-1} B^{\top} P+Q=\mathbf{0} . \tag{2.31}
\end{equation*}
$$

The optimal controller is then

$$
\begin{equation*}
K^{\star}=-R^{-1} B^{\top} P \tag{2.32}
\end{equation*}
$$

### 2.9.3 Canonical forms

The Laplace transform, its discrete-time counterpart the $z$-transform, and transfer functions are an important tool for frequency-domain analysis of LTI systems. It is beyond the scope of this dissertation to introduce them. In this section we briefly summarize one tool from frequency-domain analysis that we will use to synthesize a state-space system with specified open-loop eigenvalues.

From the perspective of frequency-domain analysis, a single-input, single-output (SISO) control system is completely characterized by the poles and zeros of its transfer function. However, the mapping from state-space systems to transfer functions is many-to-one. Given a transfer function, one of several particularly useful state-space realizations is the controllable canonical form or reachable canonical form (Åström and Murray, 2010). If the transfer function is given by

$$
\frac{b_{0} s^{n}+b_{1} s^{n-1}+\cdots+b_{n-1} s+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}}
$$

then the controllable canonical form (CCF) realization is given by

$$
A=\left[\begin{array}{cccc}
0 & 1 & & \\
& \ddots & \ddots & \\
& & 0 & 1 \\
-a_{n} & \cdots & -a_{2} & -a_{1}
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right], \quad C=\left[b_{n}-a_{n} b_{0}, b_{n-1}-a_{n-1} b_{0}, \ldots, b_{1}-a_{1} b_{0}\right]
$$

To realize a state-space system for a particular set of open-loop eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, we compute the denominator coefficients $a_{1: n}$ by expanding the characteristic polynomial $\left(\lambda_{1}-x\right)\left(\lambda_{2}-x\right) \cdots\left(\lambda_{n}-x\right)$.

### 2.9.4 Pole placement

Pole placement is a non-optimal control method. A pole placement algorithm $\mathscr{P}$ takes the dynamics matrices $A$ and $B$ and a set of desired closed-loop eigenvalues $\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}$, and returns a matrix $K$ such that $\Lambda(A+B K)=\left\{\lambda_{1}, \ldots, \lambda_{n}\right\}$. If the system $(A, B)$ is controllable, then such a $K$ always exists (Sontag, 2013). It is beyond the scope of this dissertation to discuss algorithms for computing pole placement, but many exist.

### 2.10 Statistical learning

Statistical learning is an umbrella term for machine learning settings in which the learner observes a complete dataset in one instant, as opposed to in some online or interactive protocol.

### 2.10.1 General statistical learning problem

In the most general statistical learning setting we have some abstract data space $Z$, an abstract function class $\mathcal{F}$, a loss function $\ell: \mathcal{F} \times Z \mapsto \mathbb{R}$, and an unknown distribution $\mathcal{D} \in \Delta(Z)$. Our ideal goal is to solve the optimization problem

$$
\begin{equation*}
\underset{f \in \mathcal{F}}{\operatorname{minimize}} \quad L(f) \triangleq \underset{z \sim \mathcal{D}}{\mathbb{E}}[\ell(f, z)] . \tag{2.33}
\end{equation*}
$$

However, we are only given a data set of $N$ items $D=\left(z_{1}, \ldots, z_{N}\right) \sim \mathcal{D}^{N}$, that is, each $z_{i}$ is sampled i.i.d. from $\mathcal{D}$. A natural learning algorithm to consider is solving the empirical risk minimization (ERM) problem:

$$
\begin{equation*}
\underset{f \in \mathcal{F}}{\operatorname{minimize}} \sum_{i=1}^{N} \ell\left(f, z_{i}\right) . \tag{2.34}
\end{equation*}
$$

The mathematically rich field of statistical learning theory tells us that for certain forms of $\ell$, such as binary classification and least-squares regression, a function class $\mathcal{F}$ is learnable if and only if it is learnable by ERM. However, this is not true for the fully general setting (Shalev-Shwartz et al., 2010). In benign settings the learning rate guarantee usually takes the form

$$
\sup _{\mathcal{D} \in \Delta(\mathcal{Z})}\left(\underset{D \sim \mathcal{D}^{N}}{\mathbb{E}}\left[L\left(f_{\mathrm{ERM}}(D)\right)\right]-\inf _{f \in \mathcal{F}} L(f)\right) \leq O\left(\frac{1}{\sqrt{N}}\right)
$$

In other words, as the sample size goes to infinity, there is no distribution $\mathcal{D}$ that can "trick" the ERM algorithm. The rate $1 / \sqrt{N}$ is typical.

### 2.10.2 Supervised learning

A particularly important class of statistical learning problems is supervised learning, in which we have an input space $X$, an output space $Y$; we have $Z=X \times Y$; our function class is belongs to $\mathcal{F} \subseteq Y^{X}$; and our loss function takes the form

$$
\ell(f,(x, y))=\ell_{s}(f(x), y)
$$

in which $\ell_{s}: Y \times Y \mapsto \mathbb{R}$ is some kind of "comparison" function, often satisfying the properties of a semimetric (§2.2.1). One common example is least-squares regression, where $Y=\mathbb{R}^{d}$ and we have

$$
\begin{equation*}
\ell(f,(x, y))=\|f(x)-y\|_{2}^{2} \tag{2.35}
\end{equation*}
$$

Another common example classification, where $Y=\{-1,+1\}$ (or any set of two distinct elements) and we have

$$
\begin{equation*}
\ell(f,(x, y))=\mathbb{I}_{[f(x)=y]} . \tag{2.36}
\end{equation*}
$$

A fundamental difference between the least-squares loss (2.35) and the classification loss (2.36) is that only the former is differentiable. The non-differentiability of the classification loss requires extra care in both algorithm design and analysis.

### 2.10.3 Gradient-based optimization

In this work, we are only concerned with regression problems. The differentiability of the least-squares loss (2.35) lends favorable structure to the problem. Now suppose our function class $\mathcal{F}$ is parameterized: we have a parameter space $\Theta \subseteq \mathbb{R}^{n}$ and a function $F: \Theta \times X \mapsto Y$. We denote the partial application with respect to $\theta$ by

$$
f_{\theta}(x)=F(\theta, x)
$$

and let $\mathcal{F}=\left\{f_{\theta}: \theta \in \Theta\right\}$. If $\ell_{s}$ is differentiable with respect to its first argument and $F$ is differentiable with respect to $\theta$, then the resulting empirical risk minimization objective

$$
\begin{equation*}
L_{\mathrm{ERM}}(\theta)=\sum_{(x, y) \in D} \ell_{s}\left(f_{\theta}(x), y\right) \tag{2.37}
\end{equation*}
$$

is differentiable with respect to $\theta$. This allows us to attack the supervised learning ERM problem with the tools of continuous optimization. In particular, this problem has the following characteristics:

- When the parameter space $\Theta$ is high-dimensional, second order optimization algorithms are computationally difficult (Nocedal and Wright, 2006). Second-order algorithms are those that require solving a linear system of the form $H w=b$ for $w$, where $H=\nabla_{\theta \theta} L_{\text {ERM }}$ is the Hessian of $L_{\text {ERM }}$ at some point in $\Theta$. The canonical example is applying Newton's method to the system of equations $\nabla_{\theta} L_{\text {ERM }}=\mathbf{0}$.
- When the data set size $N$ is large, computing the gradient $\nabla_{\theta} L_{\text {ERM }}$ or even simply evaluating $L_{\text {ERM }}$ can be computationally expensive.
- The parameter space is often unconstrained, i.e. $\Theta=\mathbb{R}^{n}$.

These characteristics favor the optimization method of stochastic gradient descent. In its simplest form, stochastic gradient descent is based on the observation that

$$
\underset{(x, y) \sim \operatorname{Uniform}(D)}{\mathbb{E}}\left[\nabla_{\theta} \ell_{s}\left(f_{\theta}(x), y\right)\right]=\nabla_{\theta} L_{\mathrm{ERM}}(\theta),
$$

which follows from linearity of expectation. This suggests we follow Algorithm 1.

```
Algorithm 1 Stochastic gradient descent for statistical learning
Require: Dataset \(D\), learning rate \(\eta>0\), batch size \(1 \leq K \ll N\), initial guess \(\theta\)
    repeat
        Sample \(\left(x_{1}, y_{1}\right), \ldots,\left(x_{K}, y_{K}\right) \sim \operatorname{Uniform}(D)^{K}\).
        Compute \(\hat{\nabla}_{\theta} L_{\text {ERM }}=\frac{1}{K} \sum_{i=1}^{K} \nabla_{\theta} \ell_{s}\left(f_{\theta}\left(x_{i}\right), y_{i}\right)\).
        Update \(\theta \leftarrow \theta-\eta \hat{\nabla}_{\theta} L_{\text {ERM }}\).
    until stopping criteria met.
```

In Algorithm 1, the batch size $K$ balances the variance of the gradient estimate $\hat{\nabla}_{\theta} L_{\text {ERM }}$ against computational cost. In practice, a size $K>1$ is almost always used to take advantage of parallel processing. The uniform sample in line 2 of Algorithm 1 is sometimes replaced with another minibatch selection method. For example, we might randomly permute the dataset and then sample each length- $K$ chunk of the permutation in order to improve memory locality. (One complete pass through the dataset in this manner is sometimes called an epoch.) It is also common to apply the accelerated gradient descent methods discussed in §2.4.4 to stochastic gradient descent.

### 2.11 Neural networks

The name Neural network is a broad descriptor for function approximation classes built up from recursive composition of linear maps alternating with simple, usually elementwise, nonlinear maps. The latter is often called a nonlinearity for short. The pair of a linear map followed by a nonlinearity is referred to as a
layer. This structure is loosely inspired by structures observed in animal brains. Usually the only learnable parameters are those of the linear maps in each layer.

Neural networks have a long history in machine learning (Rosenblatt, 1958), but have recently grown in prominence. Their growth has been influenced by several factors coming together:

- Graphics processing units (GPUs) growing from fixed-function devices into general-purpose massively parallel computers.
- Software libraries for reverse-mode automatic differentiation, also known as backpropagation, enabling loss gradient evaluation for arbitrarily complex functions.
- Special-purpose neural network architectures designed to exploit structural properties of highdimensional data such as images and sequences.
- Huge datasets of user-generated content from the Internet e.g. ImageNet (Deng et al., 2009).

Neural networks have become the de facto parametric nonlinear function class for many applications.

### 2.11.1 Neural network architectures

### 2.11.1.1 Nonlinearities

Common nonlinearities used in neural networks are:

- Sigmoid:

$$
\sigma(x)=\frac{1}{1+e^{-x}}
$$

- Hyperbolic tangent:

$$
\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}
$$

- Rectified linear unit (ReLU):

$$
\operatorname{relu}(x)=\max \{x, 0\}
$$



Figure 2.2: Typical nonlinearities used in neural networks.

In the remainder of this chapter, we will occasionally overload the notation $\sigma(x)$ to denote an arbitrary elementwise nonlinearity instead of the sigmoid function specifically. This notational convention is common in the literature on neural networks. Often the final layer lacks the nonlinearity. To avoid complicating definitions, we therefore allow these generic nonlinearities to include the identity map as well.

### 2.11.2 Fully connected neural network

A fully connected neural network with $n$ layers is a function of the form

$$
f(x)=f_{n}\left(f_{n-1}\left(\cdots f_{1}(x) \cdots\right)\right),
$$

where each layer $f_{i}$ takes the form

$$
f_{i}(y)=\sigma_{i}\left(W_{i} y+b_{i}\right),
$$

in which $\sigma_{i}$ is a nonlinearity or an identity function, $W_{i}$ is a "weight" matrix of appropriate size, and $b_{i}$ is a "bias" vector of appropriate size. Using identity for the final output $\sigma_{n}$ is common.

### 2.11.3 1D convolutional neural network

One-dimensional convolutional neural networks are used to process sequence data. Consider an input space $X=\mathbb{R}^{n \times d}$, where $n$ is the sequence length and $d$ is the per-step dimensionality. A $1 D$ convolution of width $k$ maps an input $\left(x_{1}, \ldots, x_{n}\right) \in X$ to a new sequence $\left(y_{1}, \ldots, y_{n-k+1}\right)$ according to

$$
y_{i}=W_{0} x_{i}+W_{1} x_{i+1}+\cdots W_{k-1} x_{i+k-1}+b,
$$

in which $d^{\prime}$ is the output per-step dimensionality, each $W_{i}$ is a $d^{\prime} \times d$ matrix, and $b \in \mathbb{R}^{d^{\prime}}$ is a bias vector.
Now consider a single scalar entry of a single vector in the output sequence, for example the first entry of the vector $y_{1}$. It is a linear combination of all $k d$ scalar values of the input subsequence $x_{1}, \ldots, x_{k}$. Many common and important signal processing operations can be expressed as 1D convolutions, including smoothing, derivative estimation, and finite impulse response filters. Note that a convolution of width $k$ reduces the output sequence length by $k-1$.

A 1D convolutional neural network consists of more than one 1D convolution applied sequentially with nonlinearities in between. After each layer, the "receptive field" of each entry in the sequence grows. We then optimize all of the matrices $W$ and the biases $b$ simultaneously. We have left out many other details such as strides and pooling, which can be found in any tutorial material on convolutional neural networks.

### 2.11.4 Recurrent neural network

The term recurrent neural network (RNN) is used to describe a broad variety of differentiable function classes suitable for representing sequence-to-sequence mappings. In contrast to 1D convolutional networks (§ 2.11.3), RNNs can represent sequence-to-sequence mappings with infinite impulse response. A generic RNN is a discrete-time dynamical system of the form

$$
x_{t+1}=f\left(x_{t}, u_{t}\right), \quad \hat{y}_{t}=g\left(x_{t}, u_{t}\right)
$$

where $x$ is the internal state, $u$ is the input, $\hat{y}$ is the output and $f$ and $g$ are the dynamics and output functions respectively. The RNN model is parameterized by some real vector $\theta$. Both $f$ and $g$ are differentiable with respect to their arguments and the parameter $\theta$. The particular form of the functions $f$ and $g$ must be carefully chosen to maximize expressiveness while preserving desirable properties for optimization.

It is important to emphasize that the RNN internal state $x$ is an abstract quantity. For example, if we optimize a RNN to evaluate arithmetic expressions, values of $x$ in the learned RNN might contain similar information to the stack in a parser. If we optimize a RNN to imitate the input-output mapping of a Markovian physical system, $x$ might end up being an approximately invertible function of the true system state. However, any such structure would arise implicitly via the optimization objective and would not be enforced.

Depending on the application, the optimization objective for a RNN may be a function of the full output sequence $y_{0: T}$ or only the final output $y_{T}$. The RNN parameter $\theta$ is typically optimized with stochastic gradient descent (SGD) using backpropagation, so the gradient of the output loss is allowed to flow through the recursive applications of $f$. This allows the RNN to learn dynamics where the effect of an input does not appear until many time steps later. RNNs have achieved state-of-the-art results on many sequence
modeling tasks, even though the objective is nonconvex and SGD may converge to suboptimal local minima (Lipton, 2015).

### 2.11.4.1 Long short-term memory

The long short-term memory (LSTM) network is a particular kind of recurrent neural network-that is, a particular form of the functions $f$ and $g$-designed to have favorable properties for optimization with gradient-based methods (Hochreiter and Schmidhuber, 1997). The LSTM is the de facto standard RNN architecture due to these properties (Lipton, 2015). The LSTM partitions the internal state $x$ into two vectors $h \in \mathbb{R}^{n}$ and $c \in \mathbb{R}^{n}$. The functional form is most clearly expressed using the intermediate values $i, f, q, p \in \mathbb{R}^{n}$ as

$$
\left[\begin{array}{c}
i  \tag{2.38}\\
f \\
q \\
p
\end{array}\right]=\left[\begin{array}{c}
\sigma \\
\sigma \\
\sigma \\
\tanh
\end{array}\right] \circ\left(W\left[\begin{array}{c}
h_{t} \\
u_{t}
\end{array}\right]+b\right), \quad c_{t+1}=f \odot c_{t}+i \odot p, \quad h_{t+1}=q \odot \tanh \left(c_{t+1}\right)
$$

where $\sigma$ denotes the sigmoid nonlinearity (§2.11.1.1), the symbol $\odot$ denotes elementwise multiplication, and $\circ$ denotes elementwise function composition. The learnable parameters are the matrix $W \in \mathbb{R}^{4 n \times(n+m)}$ and the vector $b \in \mathbb{R}^{n+m}$, where $m$ denotes the dimensionality of $u$.

In some applications of LSTMs the state $h$ is used directly as the output, i.e. $g(h, c, u)=h$. In other settings, it is appropriate for $g$ itself to be a learned mapping. For example, if the output space is very lowdimensional, it may be useful to select a higher dimensionality of $h$ and learn a projection $y=P h$, where $P$ is a "wide" matrix. The input can also be pre-processed, replacing $u_{t}$ in (2.38) with a learned function of $u_{t}$. For example, if the input space is very high-dimensional (e.g. a one-hot encoding of English words), it may be useful to use a projection here too.

It is also possible to form a multi-layer LSTM, in which subsequent layers take the internal states $h$ of previous layers as inputs.

## Chapter 3

## Reinforcement Learning for Universal Policies

In this chapter we work in the MDP family framework described in § 2.6. We propose a method to give reinforcement-learned policies the ability to adapt to unknown dynamics at test time. Our primary motivation is the simulation-reality gap in robotics, where a policy optimized in simulation performs poorly in the real system that the simulator approximates. Adaptivity is also useful for deploying a pre-trained policy into a wide set of real-world scenarios, for example if designing an autonomous driving system that works on both sports cars and passenger vans.

Our method merges ideas from the self-tuning regulator paradigm in adaptive control (§ 2.8.5) with the generality and representation learning ability of deep reinforcement learning. As discussed in $\S 2.8 .5$, traditional techniques for adaptive control generally exploit structure in the MDP family $\Phi$ to render the processes of estimating $\phi$ and adapting the policy computationally efficient. Unfortunately, many systems of interest in robotics do not admit analytical solutions for the system identification and policy synthesis problems. In particular, with regard to policy synthesis there are numerous problems in robotics and AI for which the only known satisfactory methods require hours of computation, such as some of the RL successes listed in Chapter 1.

[^3]For system identification, if the whole-family system dynamics $P(\cdot \mid x, u ; \phi)$ is only accessible through a non-differentiable simulator, then the only computationally feasible method for online system identification may be the function approximation approach (§2.8.1). By using deep neural networks for system identification, we can take advantage of their representation learning ability. We learn an embedding function that maps the system identification parameters in a family of MDPs $\Phi$ (see §2.6) into an abstract embedding space. The embedding retains enough information to support policy specialization to particular MDPs within $\Phi$ while potentially being easier to identify from state-action trajectories. Our framework also includes an observability-promoting reward that encourages the policy to balance the task goal with behavior that aids system identification.

Our simulation experiments demonstrate desirable properties of the learned embedding in a toy example, but show only a modest improvement in ultimate optimality of the multi-system policy in a more complex example. The experimental results raise fundamental questions about reinforcement learning and multi-system control that motivate our theoretical work in subsequent chapters.

### 3.1 Related work

Although policies trained with reinforcement learning (RL) can achieve state-of-the-art performance on some tasks, they are often brittle and fail to generalize beyond the training environment, even when the differences are small (Zhang et al., 2018). An important instance of this problem is sim-to-real transfer for robotics. RL algorithms can often learn policies that exploit bugs in physics simulators, or vision-based policies that work with synthetic rendered inputs but not with real images.

A natural first step to deal with such brittleness is to add randomization to the simulator. In the the domain randomization approach, we optimize the objective

$$
\begin{equation*}
\underset{\pi \in \Pi}{\operatorname{maximize}} \underset{\phi \sim \zeta}{\mathbb{E}} J_{\phi}(\pi), \tag{3.1}
\end{equation*}
$$

where $\Pi \subseteq \Delta(\mathcal{U})^{\mathcal{X}}$ is a policy class, $\zeta$ is some distribution over $\Phi$, and $J_{\phi}$ is the RL objective for $\phi$ (encapsulating the horizon and discount). Domain randomization during training can improve robustness (Antonova et al., 2017; Zhu et al., 2018; van Baar et al., 2019; Sadeghi and Levine, 2017; Tobin et al., 2017), but it is limited by its assumption that a single policy can perform adequately in all possible test domains. In this sense, domain randomization is similar in spirit to robust control.

Other deep learning techniques in the robustness spirit include merging ensembles of policies (Parisotto et al., 2016; Teh et al., 2017), adversarial perturbations of state or observations (Pinto et al., 2017; Huang et al., 2017), and learning robust feature spaces (Higgins et al., 2017; Bousmalis et al., 2016).

Fine-tuning (Rusu et al., 2017) and (some) meta-learning approaches (Finn et al., 2017) assume there will be an opportunity to collect data from the test domain and update the policy. In this work, we seek a policy that specializes to a novel test environment rapidly, without using significant data or computational effort at test time. Recurrent neural network policies are also capable of fast adaptation to unobserved quantities but require more complex reinforcement learning algorithms (e.g. Wierstra et al., 2007). Duan et al. (2016b) specifically evaluate RNN policies as a tool for adapting to different tasks, as opposed to more generic POMDP settings. Another possibility is augmenting the MDP states with "memory" and adding actions so that the policy can write to the memory states (Peshkin et al., 1999).

In our setting, we assume that dynamics parameters are known during training but unknown under test. Under the same assumptions, the method most similar to our is that of Yu et al. (2017), who train a policy in simulation that observes $\phi$ and a neural network to estimate $\phi$ from a state-action trajectory. Our method builds upon this by adding two contributions: 1) a learned embedding space that represents the system dynamics parameters in a form that is both useful and easy to identify, and 2) an observability reward that encourages the agent to maximize identification accuracy.

### 3.2 Problem statement

We consider reinforcement learning in a family of Markov decision processes using the notation defined in § 2.6, with variations only in the transition dynamics $P$. We assume that the system space $\Phi$ can be parameterized by a real vector and identify $\Phi$ with the parameter, i.e. we assume $\Phi \subseteq \mathbb{R}^{d_{\phi}}$. We present our results for the case of finite-horizon MDPs with horizon $H$, but our method is also applicable to infinitehorizon MDPs.

Our learning protocol is separated into training and testing phases. During training, we have access to a simulator for each $\phi \in \Phi$. During testing, the environment selects a particular $\phi \in \Phi$, but does not reveal its choice to us. Our goal is to take near-optimal actions in the MDP $\phi$ despite not knowing the value of $\phi$.

In cases where $\Phi$ is large and unstructured, for example the set of all linear dynamical systems or all finite MDPs, the testing phase of our learning protocol has no meaningful difference from the basic RL problem (§2.7). At the other extreme, if $\Phi$ represents a small neighborhood of uncertainty around a single nominal MDP, then we are in the robust control regime (§2.8.3) and it is reasonable to seek a blind policy $\pi: \mathcal{X} \mapsto \mathcal{U}$ that is nearly optimal for all $\phi \in \Phi$, for example by using the domain randomization approach (3.1). We consider the cases in between, where $\Phi$ is large but still highly structured. In such settings, no blind policy can perform adequately over the entirety of $\Phi$. However, it is still possible to gain much sample efficiency at test time compared a generic RL algorithm by doing some kind of meta-learning or other preparation during the training phase.

### 3.3 Method

A natural approach in this protocol is to learn a policy $\pi: \mathcal{X} \times \Phi \mapsto \Delta(\mathcal{U})$ alongside a system identification function $\operatorname{id}_{\phi}: \mathcal{X}^{<\mathbb{N}} \times \mathcal{U}^{<\mathbb{N}} \mapsto \Phi$ that maps the history of past states and actions to an estimate of $\phi$. At

## Training Time:



Testing Time:


Figure 3.1: Overview of our method. At training time, correct dynamics parameters are available from the simulator. A mapping $e$ from parameters to an abstract embedding space is learned, along with a module $\mathrm{id}_{\varepsilon}$ to identify the embedding value from a state-action trajectory $\tau$. The policy is rewarded for behavior that improves system identification accuracy. At testing time, the true dynamics parameters are no longer known, and the estimated embeddings are input directly to the policy.
test time, we act with the policy $u_{t} \sim \pi\left(x_{t}, \operatorname{id}_{\phi}\left(x_{0: t}, u_{0: t-1}\right)\right)$. This method was explored by Yu et al. (2017), in which the authors refer to $\pi$ as a universal policy, and refer to their method as UP-OSI (universal policy with online system identification).

Our method addresses several hypothetical failure modes of UP-OSI. First, UP-OSI requires estimating every dimension of $\phi$, even though some may be redundant, difficult to estimate, or unneeded to maximize reward. Second, behavior that maximizes reward in training may be suboptimal for system identification at test time. It is preferable to learn a behavior that balances the primary reward with a secondary goal of making the system identification task as easy as possible. For example, some adaptive control methods for linear systems require a persistently exciting input, but inputs from a stabilizing linear feedback controller may fail to be persistently exciting (§2.8.1.1).

We address the first concern by introducing a learned abstract representation $\mathcal{E} \subseteq \mathbb{R}^{d_{\mathcal{E}}}$ of the dynamics parameters. (The dimensionality $d_{\mathcal{E}}$ is a user-chosen hyperparameter.) During training, we learn an embedding function $e: \Phi \mapsto \mathcal{E}$ and a universal policy $\pi_{\varepsilon}: \mathcal{X} \times \mathcal{E} \mapsto \Delta(\mathcal{U})$ conditioned on an embedding value instead of the environment parameter $\phi$. We simultaneously learn an identification function $\operatorname{id}_{\varepsilon}: \mathcal{X}<\mathbb{N} \times \mathcal{U}^{<\mathbb{N}} \mapsto \mathcal{E}$ to estimate the embedding value from the past states and actions. Then, at test time, we act with the policy $u_{t} \sim \pi_{\varepsilon}\left(x_{t}, \operatorname{id}_{\varepsilon}\left(x_{0: t}, u_{0: t-1}\right)\right)$.

We address the second concern by augmenting the main RL reward with a term penalizing estimation error of $\mathrm{id}_{\varepsilon}$. This rewards behavior that makes estimating $\varepsilon$ easier. Our method is illustrated in Figure 3.1.

### 3.3.1 Learning algorithms

Simple case: policy and identification decoupled We learn the embedding function $e$ and the universal policy $\pi_{\varepsilon}$ in an end-to-end fashion using a standard reinforcement learning algorithm. We reduce the universal policy optimization problem to a standard RL problem. First, we choose a distribution over environment parameters $\zeta \in \Delta(\Phi)$. For example, if $\Phi$ is bounded, we might choose $\zeta$ to be uniform. We then create an augmented MDP with the state space $\mathcal{X}^{\prime}=\mathcal{X} \times \Phi$, the dynamics $P^{\prime}((x, \phi), u)=P_{\phi}(x, u)$, and the initial state following the probability density function $\rho^{\prime}((x, \phi))=\rho(x) \zeta(\phi)$. Then, performing RL on our augmented MDP is equivalent to optimizing the objective

$$
\begin{equation*}
\underset{\pi_{\varepsilon}, e}{\operatorname{maximize}} \quad J_{R}\left(\pi_{\varepsilon}, e\right) \triangleq \underset{\phi \sim \zeta}{\mathbb{E}}\left[\mathbb{E} \sum_{t=0}^{H-1} r\left(x_{t}, u_{t}\right)\right], \tag{3.2}
\end{equation*}
$$

where the inner expectation is with respect to $x_{0} \sim \rho, u_{t} \sim \pi_{\varepsilon}\left(x_{t}, e(\phi)\right), x_{t+1} \sim P_{\phi}\left(x_{t}, u_{t}\right)$. To optimize the RL objective (3.2), we can use any "off-the-shelf" reinforcement learning algorithm that supports continuous state and action spaces and can optimize the composition of $e$ and $\pi_{\varepsilon}$ directly.

After RL is complete, we optimize the system identification function $\mathrm{id}_{\varepsilon}$ according to the objective

$$
\begin{equation*}
\underset{\mathrm{id}_{\varepsilon}}{\operatorname{minimize}} J_{i d}\left(\mathrm{id}_{\varepsilon} ; \pi_{\varepsilon}, e\right) \triangleq \underset{\phi \sim \zeta}{\mathbb{E}}\left[\mathbb{E} \sum_{t=0}^{H-1}\left\|\mathrm{id}_{\varepsilon}\left(x_{0: t}, u_{0: t-1}\right)-e(\phi)\right\|_{2}^{2}\right], \tag{3.3}
\end{equation*}
$$

where the inner expectation is as in (3.2) with respect to the optimal policy obtained from RL. Because this expectation depends on the action distributions of $\pi_{\varepsilon}$, the optimal system identification function $\operatorname{id}_{\varepsilon}$ can be different for different policies.

Complex case: observability reward As discussed in §3.3, the optimal policy for the objective (3.2) does not necessarily take actions that make system identification feasible. We can address this by adding a term to the RL objective that penalizes system identification error. Specifically, for a fixed system identification function $\mathrm{id}_{\varepsilon}$, we modify the RL objective to

$$
\begin{equation*}
\underset{\pi_{\varepsilon}, e}{\operatorname{maximize}} \quad J_{O}\left(\pi_{\varepsilon}, e ; \operatorname{id}_{\varepsilon}\right) \triangleq \underset{\phi \sim \zeta}{\mathbb{E}}\left[\mathbb{E} \sum_{t=0}^{H-1} r\left(x_{t}, u_{t}\right)-\alpha\left\|\operatorname{id}_{\varepsilon}\left(x_{0: t}, u_{0: t-1}\right)-e(\phi)\right\|\right], \tag{3.4}
\end{equation*}
$$

where $\alpha>0$ is a user-chosen weight. We refer to the added term as the observability reward. Note that the value of the observability reward at time $t$ is completely determined by the actions taken before time $t$. This is no different from the "credit assignment problem" already present in reinforcement learning, and is accounted for by the RL algorithm.

Our algorithm alternates between optimizing the policy and the system identification estimator. In an idealized setting, we would follow Algorithm 2. Note that on line 1 of Algorithm 2, we initialize the policy and embedding function without the observability reward. It would also be possible to initialize the system identification function first using some default policy, for example a policy that takes purely random actions independent of state and embedding value. However, we did not explore this possibility in our work.

```
Algorithm 2 Idealized algorithm
    \(\pi_{\varepsilon}^{(0)}, e^{(0)} \leftarrow \operatorname{argmax} J_{R}\left(\pi_{\varepsilon}, e\right) \quad \triangleright\) initialize policy for task reward only
    for \(i \in 1, \ldots, N\) do
        \(\mathrm{id}_{\varepsilon}^{(i)} \leftarrow \operatorname{argmin} J_{i d}\left(\mathrm{id}_{\varepsilon} ; \pi_{\varepsilon}^{(i-1)}, e^{(i-1)}\right) \quad \triangleright\) update sysID estimator for current policy
        \(\pi_{\varepsilon}^{(i)}, e^{(i)} \leftarrow \operatorname{argmax} J_{O}\left(\pi_{\varepsilon}, e ; \mathrm{id}_{\varepsilon}^{(i)}\right) \quad \triangleright\) update policy for current sysID estimator
    end for
```

We note a possible failure mode of this approach: If the observability reward weighting $\alpha$ is chosen to be too large, its contribution could dominate the RL reward. As $\alpha \rightarrow \infty$, one optimal solution would be for $e$ and $\mathrm{id}_{\varepsilon}$ to both be constant functions. The hyperparameter $\alpha$ must be selected to ensure this does not happen.

In practice, it is computationally expensive to solve the optimization problems within each iteration of Algorithm 2. In our experiments, we instead alternate between one iteration of RL for $\left(\pi_{\varepsilon}, e\right)$ followed by a one iteration of gradient descent for supervised learning of $\mathrm{id}_{\varepsilon}$, as shown in Algorithm 3.

```
Algorithm 3 Practical algorithm
Initialize \(\pi_{\varepsilon}, e, \mathrm{id}_{\varepsilon}\) randomly
    for \(i \in 1, \ldots, N\) do
        sample \(\phi^{1}, \ldots, \phi^{B}\) i.i.d. from \(\zeta\)
        collect trajectories \(\tau^{1}, \ldots, \tau^{B}\) from \(\pi_{\varepsilon}\) for each \(\phi^{i}\)
        perform one iteration of RL to optimize \(\pi_{\varepsilon}, e\) for \(J_{O}\)
        perform one iteration of SGD to optimize \(\mathrm{id}_{\varepsilon}\) for \(J_{i d}\) on the dataset \(\left\{\tau^{i}\right\}_{i=1}^{B}\)
    end for
```


### 3.3.2 Implementation details

Function classes In our experiments, the universal policy $\pi_{\varepsilon}$ is parameterized as a fully-connected neural network with 2 hidden layers of 128 units each, using ReLU nonlinearities (§2.11.1.1). The embedding function $e$ is also a fully-connected neural network, containing one hidden layer of 128 units.

We employ a one-dimensional convolutional architecture for the identifier function $\mathrm{id}_{\mathcal{E}}$, composed of three 1D-convolutional layers, each with 64 filters of width 3 and ReLU activation, followed by a single fully connected layer with 128 units, and a linear output layer. (See $\S 2.11 .3$ for more information on

1D-convolutional neural networks.) Convolutions in time match the intuition that differentiation of the state and action trajectories is often required to identify the underlying dynamics parameters in real-world physical systems. If the discrete-time dynamics are derived from integrating continuous-time dynamics, then the finite-difference operations used to approximately recover derivatives are naturally represented as convolutions in the time dimension. For example, if $x_{1}, x_{2}, \ldots$ is a sampling of a continuous signal with one unit of time per step, then convolution in time by the kernel $[-1,1]$ approximates the signal's derivative, and the kernel $[1,-2,1]$ approximates its second derivative.

Although we defined $\mathrm{id}_{\varepsilon}$ in $\S 3.3$ as a function of all states and actions since the episode beginning, the composition of convolutions with a fully-connected layer (as opposed to e.g. convolution followed by taking the mean over time) implies a fixed-length window of state-action inputs. Therefore, we choose a window length $K$ and supply only $x_{t-K: t}, u_{t-K: t-1}$ to $\mathrm{id}_{\varepsilon}$. For steps when $t<K$, we define the initial states and actions in the window as zero vectors. In our experiments $K=16$.

RL algorithm For all experiments, we use the entropy-regularized Soft Actor-Critic (SAC) reinforcement learning algorithm (Haarnoja et al., 2018). SAC is an off-policy algorithm where a stochastic policy is trained only with TD-learned value function estimates. We observed significantly higher rewards using SAC compared to the on-policy, Monte Carlo policy gradient algorithm PPO (Schulman et al., 2017). We conjecture that the use of TD-learning and a replay buffer is especially helpful in our scenario compared to single-environment training, since the replay buffer helps prevent "forgetting" about areas of the dynamics distribution $p_{\Phi}$ that have not been sampled recently. The replay buffer is used for RL but not to learn the system identification function $\mathrm{id}_{\phi}$, to ensure that the (nonstationary) training distribution of state-action trajectories for $\mathrm{id}_{\phi}$ reflects the same policy behavior that will be observed at test time.

The value function estimators used by SAC are parameterized by fully-connected networks of identical structure to the policy. For blind policies, the value function networks are conditioned only on the observed state $x \in \mathcal{X}$ to emulate domain randomization approaches. For plain policies, they are conditioned on both
$x$ and $\phi \in \Phi$ to emulate the setup of Yu et al. (2017). For ours policies, they are conditioned on $x, \phi$, and $\varepsilon \in \mathcal{E}$. Although the embedding function $e$ could theoretically be optimized via the least-squares value learning loss of SAC, we optimize it only via the policy gradient.

### 3.4 Experiments

In this section, we show desirable properties of our learned embedding space $\mathcal{E}$ using a toy example and compare the performance of our architecture against several baselines on a more complicated benchmark problem in robotic locomotion.

### 3.4.1 Point-Mass Environment

This low-dimensional system allows us to visualize learned embeddings. A 2D point mass with position $p \in \mathbb{R}^{2}$ follows dynamics

$$
\ddot{p}=g u-d \dot{p},
$$

where the action $u \in[-1,1]^{2}$ is a bounded force input, the parameter $g \in \mathbb{R}_{\neq 0}$ is a gain factor, and the parameter $d \in \mathbb{R}_{\geq 0}$ is a damping factor. The goal is to push the point towards the origin, specified by reward $r=-\|p\|_{2}$.

To convert these second-order continuous-time dynamics into a discrete-time dynamical system suitable for standard reinforcement learning algorithms, we apply the state space transformation

$$
x(t)=\left[\begin{array}{c}
p(t) \\
v(t)
\end{array}\right], \quad \dot{x}(t)=\left[\begin{array}{c}
v(t) \\
g u(t)-d v(t)
\end{array}\right],
$$



Figure 3.2: Point-mass example system: Learned mapping $e$ from gain $g$ to one dimension of the embedding space $\mathcal{E}$.


Figure 3.3: Point-mass example system: Comparison of actual vs. estimated gain $g$ (left) and one dimension of the embedding $\varepsilon$ (right). Embedding separates parameters requiring disjoint behavior into clusters.
where $v \in \mathbb{R}^{2}$ is the velocity, and discretize with simple forward Euler integration over the time interval $\Delta_{t}$ to yield the discrete-time system

$$
x_{t}=\left[\begin{array}{l}
p_{t} \\
v_{t}
\end{array}\right], \quad x_{t+1}=x_{t}+\left[\begin{array}{c}
\Delta_{t} v_{t} \\
\Delta_{t}\left(g u_{t}-d v_{t}\right)
\end{array}\right]
$$

The dynamics parameter $\phi$ is the gain factor $g \in \pm[0.175,1.75]$. Due to the unknown sign of $g$, a policy that ignores the value of $\phi$ cannot possibly perform well in this environment.


Figure 3.4: Point-mass system with redundant mass parameter: Multidimensional visualization of learned embedding. Axes represent the gain and mass parameters $g, m$. Colors represent both dimensions of the learned embedding $\varepsilon$ : one dimension controls the amount of orange; other dimension controls the amount of blue. Note that lines of constant gain/mass ratio are mapped to approximately the same color. Plot restricted to positive gain domain for clarity.

For our experiments, we select the embedding dimension $d_{\mathcal{E}}=2$, even though the true space $\Phi$ is only one-dimensional, to emphasize that making $\varepsilon$ higher-dimensional than necessary is not detrimental. We show results in Figures 3.2 to 3.4.

In Figure 3.2, we show one output dimension of the learned embedding function $e: \Phi \mapsto \mathcal{E}$ after applying our method to the point-mass system. We observe that the embedding "squashes" all positive gains to approximately the same value, and does the same for negative gains.

In Figure 3.3, we evaluate the accuracy of the learned system identification functions in both our method and in the plain method. The scatter plots compare the ground truth values of $\phi$ (resp. $\varepsilon$ ) against the values estimated by $\mathrm{id}_{\phi}\left(\right.$ resp. $\left.\mathrm{id}_{\varepsilon}\right)$. We again see the effect of the "squashing" done by $\mathrm{id}_{\varepsilon}$, resulting in two easily distinguished clusters.

To demonstrate how the learned embedding can eliminate redundant parameters in $\Phi$, we construct a version of the point-mass environment with a mass parameter $m>0$ alongside the gain $g$, such that $\ddot{p}=(g / m) u$. The dynamics of all combinations with the same ratio $g / m$ are indistinguishable. This implies that in the plain method, the system identification loss will always be large.

In Figure 3.4, we visualize both dimensions of our learned embedding for this version of the point-mass environment. Our framework learns an embedding where all $(g, m)$ combinations with similar $g / m$ ratios map to a similar embedding value.

### 3.4.2 Half-Cheetah environment



Figure 3.5: Variations of Half-Cheetah environment produced by randomization of kinematic and dynamic properties.

As a more complex benchmark task, we demonstrate results on the Half-Cheetah planar locomotion environment from the OpenAI Gym (Brockman et al., 2016). We randomize the length of the torso and the lengths of the three segments in each leg. For each of the six rotational joints, we randomize the beginning and end of the angular range, the gear ratio of the actuator, a velocity-proportional damping constant, and the stiffness of a virtual spring pulling the joint towards a specified resting angle. In total, 37 parameters are randomized.

For joint ranges, limits on either side are shifted by $\omega \sim \operatorname{Uniform}(-0.3,0.3)$ radians from nominal. All other parameters must take nonnegative values, and some should not be too close to zero. To ensure this, we multiply the nominal value of those parameters by a random nonnegative ratio $\beta^{p}$ where $p \sim \operatorname{Uniform}(-1,1)$. The parameter $\beta>1$ controls the amount of randomness. For example, if $\beta=2$, then $1 / 2 \leq \beta^{p} \leq 2$. In our experiments, $\beta=1.75$, which was the largest value we could use without generating too many overly difficult configurations. Some examples of the randomized half-cheetahs are shown in Figure 3.5.


Figure 3.6: Box plot of training and test reward for blind, ours, and plain policies in randomized halfcheetah environment. Distributions are over the random sample of environments. Whiskers indicate full extent (min/max) of rewards.

Due to the architecture of the MuJoCo physics simulator used in this environment (Todorov et al., 2012), it is not practical to sample new random dynamics parameters $\phi$ for each training iteration. Instead, we construct a "universe" of 256 models initially, and sample a new "universe" at test time.

We select that the embedding space $\mathcal{E}$ is 8 -dimensional. We did not observe significant sensitivity to this choice.

Results are shown in Figure 3.6. Variance of rewards is large due to the randomized dynamics. (For example, a random variant with strong damping will require more control effort to reach the same speed.) The blind policy fails to achieve high rewards because it is unable to specialize its behavior to the dynamics parameters. Naturally, it also does not suffer a performance loss on the test set. The plain policy, conditioned on $\phi$ instead of $\varepsilon$, achieves similar training rewards but suffers negative rewards in some test environments, while ours does not.

In current experiments, we have not yet observed a significant effect of our observability reward term, so we do not include its results in Figure 3.6.

### 3.5 Discussion

Our experiments raise several questions. First, we observed that our learned embedding space $e: \Phi \mapsto \mathcal{E}$ offered only modest improvement over directly identifying $\phi$. This may be because identifying $\phi$ for the half-cheetah environment is not difficult, despite its high dimensionality. Also, we hypothesized that our embedding would be useful for cases where two $\phi, \phi^{\prime} \in \Phi$ are indistinguishable, but if they are indistinguishable, then the adaptive policy does not need to differentiate them. Therefore, if the system identification module only outputs $\phi$, the least-squares system identification loss will be nonzero but the policy reward will still be high.

Second, we did not observe any effect of adding our observability reward. The simplest explanation is that optimal behavior for the task reward already yields good observability as a side effect.

Third, a result we observed during our experiments that we did not report in § 3.4 because it was tangential to the main work: a performance gap between the universal policy and the average performance of individual "expert" policies trained for a single $\phi \in \Phi$. We investigate this phenomenon in a simplified setting in §3.6.

### 3.6 Simplified experiment: Universal policy versus experts

In this section we investigate the behavior of RL with a "universal policy" independent of any concern about system identification. We eliminate the testing phase from our protocol and focus purely on the performance during the training phase. Without the need to identify $\phi$ in the training phase, the system embedding and observability reward proposed in $\S 3.3$ are no longer useful, so we eliminate them from our experiments. Therefore, we are working in the same setup as Yu et al. (2017).

We compare the performance of a multi-system "universal policy" neural network against the aggregate performance of a collection of single-system policies. Recalling that $\zeta$ is some distribution over $\Phi$, we sample a fixed set of $N$ systems

$$
\Phi_{s}=\phi_{1}, \ldots, \phi_{n} \sim \zeta^{N} .
$$

For each $\phi_{i} \in \Phi_{s}$, we train an "expert" policy $\pi_{i}$ to optimize the RL objective for $\phi_{i}$. We terminate the RL algorithm for $\pi_{i}$ after a fixed number $T$ of interactions with the MDP $\phi_{i}$. We also train a multi-system policy $\pi_{\text {multi }}$, without using any embedding or observability reward, in the augmented MDP as described in §3.3.1 with the system distribution $\zeta=\operatorname{Uniform}\left(\Phi_{s}\right)$. Note that this distribution is uniform over the sample, not over all of $\Phi$. We train $\pi_{\text {multi }}$ for $N T$ interactions with the augmented MDP. Therefore, the universal policy $\pi_{\text {multi }}$ and the collection of expert policies each consume the same total amount of environment interactions in aggregate.

As a simple test environment, we use a linearization of the "planar quadrotor" (Singh et al., 2021). The system is linearized about its hover state. We randomize the mass and moment of inertia parameters, sampling from a log-uniform distribution over two (decimal) orders of magnitude. In this system, $\mathcal{X}=\mathbb{R}^{6}$, $\mathcal{U}=\mathbb{R}^{2}$, and $\Phi \subseteq \mathbb{R}^{2}$. The reward is negative LQR cost (2.25) with $Q$ and $R$ identity matrices. We train all policies using the implementation of the PPO algorithm (Schulman et al., 2017) from the popular
reinforcement learning library stable-baselines3 (Raffin et al., 2021). We leave all hyperparameters of the policy class and RL algorithm at their default value.

A goal of multi-system learning is to leverage shared structure between systems to improve sample efficiency. If a multi-system learning method is able to do this, then we expect to see that for some values of $T$,

$$
\frac{1}{N} \sum_{i=1}^{N} J_{\phi_{i}}\left(\pi_{i}\right) \leq \frac{1}{N} \sum_{i=1}^{N} J_{\phi_{i}}\left(\pi_{\mathrm{multi}}\right),
$$

where $J_{\phi_{i}}(\pi)$ denotes the RL objective for system $\phi_{i}$.
We visualize results for this experiment in Figure 3.7. To account for the different optimal policy costs for different systems, we plot the ratio of the learned policy's cost to the cost of the LQR-optimal linear controller for the infinite-horizon version of the problem. (Note that this normalization is performed only for plotting, not for the RL reward.) Learning curves for each random planar quadrotor are plotted individually. The training steps on the horizontal axis are per-system, so each step corresponds to an equivalent amount of training time for both the multi-system policy and the aggregated single-system policies.

We observe that the multi-system policy does initially achieve lower LQR cost for most systems. However, as training progresses, in most of the systems the "expert" policies eventually become more optimal than the multi-system policy. This suggests that the multi-system setup is able to exploit shared structure to some degree, but there is also some phenomenon inhibiting the multi-system setup from reaching full optimality. It also appears that in the multi-system setting, PPO converged by around 1 million steps ( 100 k steps per system) but became unstable after around 2 million steps (200k steps per system).

Discussion We emphasize that this experiment is not a strong negative result against the "universal policy" architecture. It only shows that applying the simplest possible approach is not enough. Researchers
have proposed more sophisticated approaches for RL for continuous system spaces (for example, Kalashnikov et al., 2021). We include this experiment only as a motivating example for our subsequent theoretical inquiry into reinforcement learning and multi-system control.

There are two broad categories of explanations for this result. One possible explanation is that the augmented MDP is somehow unfavorable for the RL algorithm. Another possible explanation is the policy class. It might be hard to represent a good multi-system policy with a neural network. These two possibilities motivated us to seek a better understanding of RL algorithms and multi-system control at a theoretical level, which we explore in Chapter 5 and Chapter 6 respectively.
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Figure 3.7: Learning curves for multi-system "universal policy" and single-system "expert" policies for nine random linearized planar quadrotor systems.

## Chapter 4

## Deformable Manipulation using Learned Models

In this chapter we investigate the middle ground between model-free reinforcement learning and traditional control methods based on physics-derived models. Our interest is motivated by the following observation: in MDPs for robotics the reward function is often known, or even designed by an engineer. The main source of complexity in many tasks is the environment dynamics. For example, in the halfcheetah simulated locomotion environment discussed in Chapter 3, the reward is simply forward velocity, which is one of the system states. Therefore, we consider using learning to account for complex dynamics but traditional estimation and control techniques to act optimally within the learned model. We consider the test case of deformable object manipulation, where first-principle physical models are usually highdimensional.

In the present work, we assume that an engineer can design an experiment that sufficiently explores the state space. After collecting a dataset of trajectories from the real system, we train a recurrent neural network (RNN) to approximate its input-output behavior with a latent state-space model. Unlike finite element models and other physics-derived models of deformable objects, the RNN internal state is lowdimensional enough to enable realtime nonlinear control methods. We demonstrate a closed-loop control scheme with the RNN model using a standard nonlinear state observer and model-predictive controller.

The work presented in this chapter was originally published in Preiss et al. (2022). It is reproduced here with minimal changes.

We apply our method to track a highly dynamic trajectory with a point on the deformable object, in real time and on real hardware. Our experiments show that the RNN model captures the true system's frequency response and can be used to track trajectories outside the training distribution. In an ablation study, we find that the full method improves tracking accuracy compared to an open-loop version without the state observer.

### 4.1 Introduction and Related Work

Manipulating deformable objects represents a challenging area of robotics. In contrast to typical objects consisting of a single rigid body, deformable objects often admit limited control authority and have dynamics that are difficult to predict. At the same time, many objects of human interest are deformable. Safe, reliable robotic manipulation of these objects is critical for capable general-purpose robots (Arriola-Rios et al., 2020; Zhu et al., 2021).

As with many manipulation problems in robotics, there are multiple ways to model the dynamical behavior of the manipulated object. Broadly speaking, there are two classes of models: Fully data-driven methods based on an expressive function class with many parameters, and analytical methods based on a physical model with fewer parameters that can be identified from data.

Physics-based models of deformable objects have been studied extensively in science and engineering contexts, and many constitutive models have been described for various materials (Holzapfel, 2002). These models are continuous in space and time, and simulation on computer hardware requires a discretization strategy. Finite element methods (FEM) have been used for decades to solve continuum mechanics problems (Wriggers, 2008) and have shown promise for robotic control. Recent work with FEM modeling addresses dynamic control of deformable objects and soft robots with offline trajectory optimization (Zimmermann et al., 2021; Bern et al., 2019; Duenser et al., 2018; Li et al., 2021; Qiao et al., 2020; Heiden et al., 2021a). FEM is appealing as it admits extensive theoretical analysis (Barbič and Popović, 2008; Thieffry
et al., 2018). For real-world problems, it is possible to estimate the parameters of FEM meshes in a principled way from exteroceptive sensors common in robotics (Hahn et al., 2019). Alternative discretizations include the material point method (Sulsky et al., 1994; Hu et al., 2019), (extended) position based dynamics (Macklin et al., 2016), and meshless shape matching (Müller et al., 2005). Additionally, task-specific reduced states can be formulated, which accelerate control, perception and planning (Mcconachie and Berenson, 2018; McConachie et al., 2020).

Deformable objects can be complex to model, and for objects with resonant dynamics, seemingly minor errors in model assumptions or material parameter estimates can cause large deviations in dynamic behavior over time (Bern et al., 2020). For these reasons, purely data-driven methods are an appealing alternative to physics-based models. Machine learning methods have been explored in deformable manipulation (Mirza, 2020), for purely kinematic trajectory tracking (Bern et al., 2020), for cable-driven soft robot actuators (Bruder et al., 2019), for control of pneumatic deformable mechanisms (Gillespie et al., 2018), and for structures actuated by shape-memory alloys (Sabelhaus and Majidi, 2021). For scenarios where controllers can continuously interact with their environment to improve, model-based reinforcement learning has been proposed (Thuruthel et al., 2019). Other data-driven approaches studied in soft robot control include proper orthogonal decompositions (Tonkens et al., 2021).

In this work, we propose a data-driven method for modeling and trajectory-tracking control of a deformable object. Tracking fast trajectories serves as a benchmark for a method's ability to predict and account for dynamics in the manipulated object. Our method models the dynamics with a long shortterm memory (LSTM) recurrent neural network (RNN) (Hochreiter and Schmidhuber, 1997; Lipton, 2015), trained in a standard sequence modeling setup using input-output trajectory data from a real physical system. The internal state of the learned RNN is not physically meaningful, but the RNN still forms a discrete-time dynamical system that is compatible with standard methods in state-space nonlinear control.

We therefore apply model-predictive control (Allgöwer and Zheng, 2012) and extended Kalman filtering methods (Kalman, 1960) to track the trajectory using the RNN model.

We implement our method to run online with a real robot, and use it to "draw in the air" along a fast trajectory with the free end of a pool noodle (long foam cylinder) held by the robot arm. To measure how well non-instantaneous dynamics are captured, we compare frequency response plots of the true system and the RNN model. To verify that a nonlinear observer helps compensate for model errors, we perform an ablation study comparing our method to an open-loop variant where the RNN model is assumed to be perfect. We find that the full closed-loop method reduces trajectory tracking error.

RNNs have a long history within the broader field of nonlinear state-space system identification with partial observability (Nelles, 2001). Such models can be used as an intermediate tool for learning a control policy, e.g. in model-based reinforcement learning (Ha and Schmidhuber, 2018), or directly with nonlinear observers and controllers as in our method (Terzi et al., 2021). To our knowledge, our work represents the first application of the RNN/observer/MPC architecture to the task of manipulating deformable objects.

### 4.2 Problem Setting and Preliminaries

We consider a robot manipulating a deformable object such that a particular point on the object tracks a trajectory. We define a setting with the following assumptions:

Assumption 4.2.1 (Input). The deformable object is attached to the robot's end effector by an unbreakable grasp at a fixed position. The control policy interacts with the robot by commanding the position and attitude of the grasp point.

Assumption 4.2.2 (Output). The robot's perception system can accurately measure the three-dimensional position of a single point on the surface of the deformable object.


Figure 4.1: Physical testbed for our method. Trajectories are tracked by a Vicon motion capture marker attached to the end of a pool noodle, rigidly held by a Franka Emika Panda robot. Pitch/yaw inputs $\bar{u}=(\phi, \psi)$, tracking point measurement $\bar{y}$, and coordinate axes $(X, Y, Z)$ shown. (The fiducial marker visible in the image is not used.)

Assumption 4.2.3 (Objective). The robot should manipulate the deformable object such that the measured point on its surface tracks a given trajectory in three-dimensional space.

Assumption 4.2.4 (Protocol). Interaction with the environment is divided into two stages. In the preparation stage, the robot can interact with the deformable object, perform calculations, and store results. There is no time limit on this stage. In the testing stage, a supervisor reveals the trajectory to be tracked. The robot must track the trajectory promptly without slow pre-computations. The robot can use all the results stored from the preparation stage, but cannot interact with the deformable object in any way other than attempting to track the trajectory. This restriction is motivated by safety- and time-constrained tasks, where it may not be feasible for the robot to perform additional exploratory actions.


Figure 4.2: Diagram of our system. A small dataset of control inputs and tracked marker locations is obtained from the real system. A recurrent neural network (RNN) model is trained to predict input/output behavior with a latent state. The RNN forms the nonlinear dynamics model for an extended Kalman filter (EKF) and model-predictive controller (MPC) to track a dynamic input trajectory with the deformable object.

Formally, we assume that the coupled system of the robot and deformable object can be described by a continuous-time, deterministic, time-invariant dynamical system

$$
\begin{equation*}
\dot{\bar{x}}=\bar{f}(\bar{x}, \bar{u}), \quad \bar{y}=\bar{h}(\bar{x}), \tag{4.1}
\end{equation*}
$$

where the state $\bar{x}$ is an abstract infinite-dimensional quantity representing the full continuum state of the deformable object and the robot, the input $\bar{u} \in \mathrm{SE}(3)$ is the desired pose of the robot end effector, and the output $\bar{y} \in \mathbb{R}^{3}$ is the position of the measured point. The unknown dynamics $\bar{f}$ encapsulates both the deformable object itself and a low-level controller that attempts to track the end effector pose input $\bar{u}$ by issuing actuator commands, e.g. motor torques, to the robot. The measurement model $\bar{h}$ extracts the position of the measured point from the continuum state.

Assumption 4.2.5. The true system has a unique globally exponentially stable equilibrium state $\bar{x}_{0}$ corresponding to the steady-state identity input $I$, i.e. $\bar{f}\left(\bar{x}_{0}, I\right)=\mathbf{0}$. This assumption is realistic for damped elastic objects, such as closed cell foam. We assume that no new plastic deformations to the foam (such as a permanent bend) are introduced during our experimental protocol.

The control policy interacts with the system (4.1) in discrete time steps of fixed length $\Delta_{t}$. In this paragraph we overload the same notations for discrete-time and continuous-time inputs, states, and outputs; for the remainder of the chapter we will refer to the discrete-time quantities exclusively. At step $k \in \mathbb{N}$,
the discrete-time input $\bar{u}[k]$ is supplied to the continuous-time system as a zero-order hold, resulting in the continuous-time input signal $\bar{u}(t)=\bar{u}\left[\left\lfloor t / \Delta_{t}\right]\right]$ for all $t \geq 0$, and the discrete-time output $\bar{y}[k]$ is sampled such that $\bar{y}[k]=\bar{y}\left(k \Delta_{t}\right)$. Our control task is specified by a discrete-time signal of $K$ goal positions $z[1], \ldots, z[K] \in \mathbb{R}^{3}$ for the tracked point and the cost function

$$
\begin{equation*}
J=\sum_{k=1}^{K}\|z[k]-\bar{y}[k]\|_{W}^{2}, \tag{4.2}
\end{equation*}
$$

where the weighting matrix $W \succeq 0$ encodes a (potentially) non-isotropic tracking objective.

Remark The protocol in Assumption 4.2.4 rules out some methods that have been widely used for deformable manipulation. Trajectory optimization methods that build a local dynamics model around a reference trajectory by interacting with the environment, such as guided policy search (Thuruthel et al., 2019), violate the rule against non-task interaction in the testing stage. On the other hand, goal-conditioned reinforcement learning (e.g. Andrychowicz et al., 2017) would be compatible with our protocol.

### 4.3 Methods

The components of our method are outlined in Figure 4.2. To ensure that our system relies on the whip-like resonant behavior of the deformable object to track trajectories, rather than relying on large translational movements of the robot end effector, we restrict the inputs to only the pitch $\phi$ and yaw $\psi$ angles of the end effector. We denote this restricted space as $\mathcal{U} \subset \mathrm{SE}(3)$. In practice, we generate training data within a compact subset of pitch and yaw angles, and regularize the MPC problem so that inputs far from the identity $I$ are penalized. Therefore, we parameterize $\mathcal{U}$ by $\mathbb{R}^{2}$ (in radians) and ignore potential issues of multiple covering (§2.2.3).

### 4.3.1 Data collection

We begin by collecting a training dataset $\mathcal{D}$ containing $N$ input-output trajectories from the real system. We denote by $\bar{u}[j, k]$ and $\bar{y}[j, k]$ the input and output from the $k^{\text {th }}$ time step of the $j^{\text {th }}$ trajectory in $\mathcal{D}$. Before starting each trajectory, we apply the identity input and allow the system to settle for several seconds ( 10 in our experiments) to ensure that the system returns to a state very close to the rest state $\bar{x}_{0}$. This will happen promptly due to Assumption 4.2.5. We then apply random sinusoidal pitch and yaw inputs. Sinusoidal inputs excite the system enough to demonstrate large-scale dynamics such as resonance that are important for manipulation, but are smooth enough to respect the actuator limits of our robot.

The sinusoidal inputs are chosen to respect a user-selected angular acceleration limit $\dot{\omega}_{\max }$ and absolute angle limits $\phi_{\min }, \phi_{\max }$ and $\psi_{\min }, \psi_{\text {max }}$ to avoid triggering our robot arm's built-in safety stop when actuator limits are reached. For each angle, the sinusoid's frequency $\nu$ is sampled $\log$-uniformly between 0.125 Hz and 3 Hz . The maximum angular acceleration of a sinusoid is given by $2 \pi A \nu^{2}$, where $A$ is the amplitude. Therefore, $\nu$ and the acceleration limit induce a maximum amplitude $A \leq A_{\max }=\dot{\omega}_{\max } / 2 \pi \nu^{2}$. We sample the amplitude uniformly from $\left[0.1, A_{\max }\right]$. Finally, we sample the phase uniformly from $[0,2 \pi$ ) and add a constant offset, which is sampled uniformly from the range induced by the amplitude and angle limits.

### 4.3.2 RNN dynamics model

The true state $\bar{x}$ of the deformable object is an infinite-dimensional continuum of points, which is not representable on a computer without discretization and approximation. Furthermore, the dynamics of the system are not purely dictated by the behavior of the deformable object-they also include the behavior of the low-level controller of the robot arm. We overcome both challenges by representing the system state as the hidden state of a learned RNN. In comparison to other methods of system identification from input/output data, such as linear methods (Brunton and Kutz, 2019), RNNs are a highly expressive class
of nonlinear state-space models. Recall from § 2.11.4 that the RNN is a generic function approximation scheme parameterized by a real-valued vector $\theta$, and consists of a discrete-time dynamics model

$$
\begin{equation*}
x[k+1]=f_{\theta}(x[k], u[k]), \quad y[k]=h_{\theta}(x[k]), \tag{4.3}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the internal state, $u$ is the input, $y$ is the output, and $f_{\theta}$ and $h_{\theta}$ are the dynamics and measurement functions respectively. Both $f_{\theta}$ and $h_{\theta}$ are differentiable with respect to their arguments and the parameter $\theta$. The particular form of the functions $f_{\theta}$ and $h_{\theta}$ must be carefully chosen to maximize expressiveness while preserving desirable properties for optimization, but from the perspective of estimation and control, their exact form is unimportant.

The RNN is trained on the dataset $\mathcal{D}$ to minimize a regression loss on the input-output map over complete sequences:

$$
\begin{align*}
\underset{\theta}{\operatorname{minimize}} & \sum_{j=1}^{N} \sum_{k=1}^{K_{j}}\left\|\bar{y}[j, k]-h_{\theta}(x[j, k])\right\|_{2}^{2} \\
\text { subject to } & x[j, 0]=\mathbf{0}  \tag{4.4}\\
& x[j, k+1]=f_{\theta}(x[j, k], \bar{u}[j, k]),
\end{align*}
$$

where $K_{j}$ is the length of the $j^{\text {th }}$ trajectory in $\mathcal{D}$. The fixed initial state of $\mathbf{0}$ is justified in our setting because each trajectory in $\mathcal{D}$ begins at the rest state $\bar{x}_{0}$. We use input and output projections, as discussed in §2.11.4.1, with a tanh nonlinearity after (resp. before) the input (resp. output) projection. We find an approximate local optimum of (4.4) using stochastic gradient descent.

### 4.3.3 Model-predictive control with reduced-order model

After finding a value of the RNN parameter $\theta^{*}$ that approximately optimizes the learning objective (4.4), we use the RNN model in a model-predictive control (MPC) framework to optimize the trajectory-tracking
objective (4.2) in an online manner. Assume temporarily (we will return to this assumption in §4.3.4) that at time step $k$ we know a value $\hat{x}[k]$ of the abstract RNN state that is consistent with the input and output history from previous time steps in the real-world system. We solve the short-horizon optimal control problem

$$
\begin{array}{cl}
\underset{\substack{\overline{\bar{u}}[k], \ldots, \bar{u}[k+H-1]}}{\operatorname{minimize}} & \sum_{i=1}^{H}\left\|z[k+i]-h_{\theta^{*}}(x[k+i])\right\|_{W}^{2} \\
& +\alpha \sum_{i=0}^{H-1} d(\bar{u}[k+i-1], \bar{u}[k+i]) \\
& +\beta \sum_{i=1}^{H} d(\bar{u}[k+i], I)  \tag{4.5}\\
\text { subject to } & x[k]=\hat{x}[k] \\
& x[k+i+1]=f_{\theta^{*}}(x[k+i], \bar{u}[k+i]) \forall i .
\end{array}
$$

In the objective (4.5), $H \ll K$ is the MPC horizon. In the second and third terms, $d: \mathcal{U} \times \mathcal{U} \mapsto \mathbb{R}_{\geq 0}$ is a semimetric (§2.2.1) on the input space $\mathcal{U}$. The first regularization term, weighted by constant $\alpha \geq 0$, encourages smoothness of the control signal. The second regularization term, weighted by constant $\beta \geq 0$, encourages the robot to stay near its rest state. Solving (4.5) yields a sequence of inputs

$$
\bar{u}^{*}[k], \ldots, \bar{u}^{*}[k+H-1]
$$

optimized to track the next $H$ steps of the full goal trajectory. Following the standard moving horizon architecture (§ 2.8.6.1), we apply only the first input $\bar{u}^{*}[k]$ from the solution to the real system. Then, at time step $k+1$, we solve a new instance of (4.5).

The optimization problem (4.5) is nonconvex, but the solution from the previous time step provides a high-quality initial guess, so local optimization methods typically perform well as long as the initial guess
is not close to a bad local optimum (Allgöwer and Zheng, 2012). We obtain an approximate solution with a few steps of gradient descent with momentum. The momentum state from previous MPC steps is persisted and time-shifted in the same manner as the initial guess.

### 4.3.4 Estimating the RNN state

In § 4.3.3, we assumed the availability of a RNN state $\hat{x}[k]$ that is consistent with previous inputs and outputs from the real-world system. To obtain $\hat{x}[k]$, it is not sufficient to simply evaluate $f_{\theta^{*}}$ recursively on $\bar{u}[1], \ldots, \bar{u}[k-1]$. Because the RNN model is not perfect, the true outputs $\bar{y}[1], \ldots, \bar{y}[k-1]$ obtained from the real-world system may diverge from the outputs $h_{\theta^{*}}(x[1]), \ldots, h_{\theta^{*}}(x[k-1])$ predicted by applying the RNN model in this open-loop manner.

Instead we observe that, although the RNN state has no direct physical meaning, the RNN model is still a nonlinear discrete-time dynamical system with known dynamics. Therefore, its state can be estimated from the input-output history using standard techniques from estimation theory.* In particular, we apply an extended Kalman filter (EKF) to the RNN model. The EKF is defined by linearizing the system about the current state and applying the standard linear Kalman filter covariance propagation and update steps, as discussed in §2.9.1.10. We now review the well-known EKF equations to highlight the role of the RNN.

The EKF maintains a Gaussian-distributed belief over the RNN state. At time $k$, the belief is distributed according to

$$
x[k] \sim \mathcal{N}(\mu[k], \Sigma[k]),
$$

[^4]where $\mathcal{N}(\mu, \Sigma)$ is the Gaussian distribution with mean $\mu$ and covariance $\Sigma$. After sending an input $\bar{u}[k]$ to the system, we then update the belief according to
\[

$$
\begin{align*}
\mu[k \mid k-1] & =f_{\theta^{*}}(\mu[k-1], \bar{u}[k]),  \tag{4.6}\\
\Sigma[k \mid k-1] & =F[k] \Sigma[k-1] F[k]^{\top}+Q[k],
\end{align*}
$$
\]

where

$$
F[k]=\frac{\partial f_{\theta^{*}}}{\partial x}(\mu[k-1], \bar{u}[k])
$$

is the Jacobian of the RNN dynamics $f_{\theta^{*}}$ with respect to state. The process noise covariance $Q[k] \succeq \mathbf{0}$ represents noise in the RNN abstract state, so it cannot be derived from a physical model or estimated from data. We simply set $Q$ to a scaled identity matrix in this work. Next, the measurement $\bar{y}[k]$ is captured from the real system. We compute the measurement residual $\gamma[k]=\bar{y}[k]-h_{\theta^{*}}(\mu[k \mid k-1])$. According to the current belief, $\gamma[k]$ has covariance

$$
S[k]=H[k] \Sigma[k \mid k-1] H[k]^{\top}+R[k],
$$

where

$$
H[k]=\frac{\partial h_{\theta^{*}}}{\partial x}(\mu[k \mid k-1])
$$

is the Jacobian of the RNN observation function $h_{\theta^{*}}$ with respect to state. The sensor noise covariance $R[k] \succ 0$ represents a physically meaningful quantity that can be derived from a model or estimated from data. In this work we use a motion capture system with isotropic noise, so we set $R$ to a constant scaled identity matrix. We then compute the Kalman gain

$$
K[k]=\Sigma[k \mid k-1] H[k]^{\top} S[k]^{-1}
$$

and update the belief according to

$$
\begin{align*}
\mu[k \mid k] & =\mu[k \mid k-1]+K[k] \gamma[k],  \tag{4.7}\\
\Sigma[k \mid k] & =(I-K[k] H[k]) \Sigma[k \mid k-1] .
\end{align*}
$$

We then use the mean of the belief distribution as the initial state for the MPC problem (4.5), that is, $\hat{x}[k]=\mu[k]$.

### 4.3.5 Implementation

For the RNN reduced-order dynamics model $f_{\theta}$, we select the long short-term memory (LSTM) architecture (§2.11.4.1). Numerical values of the architectural and training hyperparameters are listed in Table 4.1. We train the LSTM in PyTorch (Paszke et al., 2019). We also solve the model-predictive control problems and implement the EKF in PyTorch due to the ease of differentiating through the RNN model. We run the MPC control loop at 40 Hz .

Table 4.1: Values of user-chosen constants in our experiments.

| $Q$ | EKF process covariance | $10^{-6} I$ |
| :--- | :--- | ---: |
| $R$ | EKF measurement covariance | $10^{-2} I$ |
| $H$ | MPC horizon | 25 |
| $\alpha$ | MPC smoothness weight | 1.0 |
| $\beta$ | MPC homing weight | $1 \mathrm{e}-1$ |
| - | MPC gradient descent rate | $4 \mathrm{e}-1$ |
| - | MPC gradient descent steps | 5 |
| - | LSTM layers | 1 |
| $n$ | Reduced state dimension | 200 |
| - | LSTM SGD steps | 1 e 4 |
| - | LSTM SGD learning rate | $1 \mathrm{e}-3$ |
| - | LSTM SGD batch size | 10 |
| $N$ | \# trajs. in dataset | 100 |



Figure 4.3: Schematic diagram of pool noodle experimental setup showing end effector pose $\bar{u}$ and tracked surface point $\bar{y}$. Details are given in §4.4.

### 4.4 Experiments

In all experiments, our deformable body is a thin cylinder of uniform closed-cell polyethylene foam, commonly known as a pool noodle, with length 1.5 m and diameter 6.5 cm . To attach the object to the robot, we press-fit approximately 4 cm of one end of the pool noodle into a rigid 3D-printed ring attached to the robot end effector. To track the distal end of the object, we attach a rigid assembly of motion capture markers and track its full pose with a Vicon motion capture system. The measurement $\bar{y}$ has a calibrated offset from the marker assembly to lie on the center line of the pool noodle. Our experimental setup is shown in Figure 4.1.

The robot is a Franka Emika Panda. To track the pose commands $\bar{u} \in \mathrm{SE}(3)$ output by the MPC controller, we apply a proportional-only control law in both the position and in the attitude quaternion to generate desired linear and angular velocities $v$ for the end effector. We compute the kinematic Jacobian from libfranka and produce desired joint velocities using the Jacobian pseudoinverse with null space optimization towards the "home" position (Siciliano et al., 2009).

### 4.4.1 Model frequency response

To validate our RNN model, we compare its empirical frequency response near the internal state $x=\mathbf{0}$ to that of the true physical system at its rest state $\bar{x}_{0}$. Frequency response is a holistic property of the model that depends on its behavior in multiple parts of the state space. To avoid the complications of frequencydomain analysis for multiple-input/multiple-output systems, we actuate the system only in the yaw axis $\psi$
and measure only the deflection of the pool noodle tip in the horizontal axis. Yaw inputs, as opposed to pitch inputs, avoid the asymmetric effect of gravity. .

We sample 33 geometrically-spaced frequencies ranging from 0.125 Hz to 2 Hz . For each frequency, we apply a yaw input with a small amplitude ( $11.5^{\circ}$ peak-to-peak) for 20 sec and record the trajectory of the pool noodle tip $\bar{y}$. The small input amplitude allows higher-frequency inputs before reaching the robot's actuator limits. We discard approximately the first half of the recording (on the nearest whole cycle boundary) to eliminate transient effects. We then compute the empirical gain and phase by taking the inner product of the output signal with complex exponential functions, analogous to the discrete Fourier transform. Because the input and output have different units, only the relative gain magnitudes between different frequencies are meaningful. We normalize the gains such that the gain of the real system for the slowest input frequency equals 1 .

Bode (gain and phase) plots for each system are overlaid in Figure 4.4. In the true physical system, we observe typical behavior of a resonant lowpass filter with a strong resonant peak around 0.8 Hz . The peak gain is approximately 4 times larger than the low-frequency gain. This represents a dramatic phenomenon that a faithful model must capture. In the RNN model, the gain response closely matches the real system. The phase response matches closely below the resonant frequency, but begins to lag behind the true system for high frequencies. We suspect this may be due to an unbalanced training data distribution. Overall, this experimental result suggests that the RNN model has successfully captured the frequency response of the physical system.

### 4.4.2 MPC tracking

We apply our method to track several test trajectories which attempt to expose the controller's performance with regard to resonant dynamics. The goal trajectories $z[1], \ldots, z[K] \in \mathbb{R}^{3}$ are specified by the user. As described in eq. (4.2), our tracking cost is non-isotropic. We use the value $W=\operatorname{diag}(0,1,1)$ to focus only


Figure 4.4: Frequency-domain gain and phase response (Bode plots) for real pool noodle and LSTM model.


Figure 4.5: Two-dimensional projections of paths traced by pool noodle free end in MPC tracking experiments. See §4.4.2 for details and discussion.


Figure 4.6: Traces of rotation angle inputs (pitch, yaw) and horizontal and vertical components of pool noodle free end (y, z) for MPC tracking of the circle trajectory (see Figure 4.5). The closed-loop variant of our method shows superior tracking performance.
on tracking in the Y- and Z-axes, which represents the view from the front of the robot. Without this non-isotropic weight, the goal trajectory would need to be a carefully designed curve in $\mathbb{R}^{3}$ to be trackable with zero error.

We show the results from three trajectories in Figure 4.5. The first two trajectories are a circle of diameter 0.6 m and a figure-8 Lissajous curve of width 1 m and height 0.4 m . Both trajectories are sinusoidal in each axis, which matches the data collected during our training step. The circle and the vertical axis of the Lissajous curve are set to the system's resonant frequency 0.8 Hz as determined experimentally. The third trajectory is a rectangle with constant linear velocity along each edge (no stopping at corners). These trajectories are close to the robot's dynamic limits as discussed in §4.3.1. Improvements in our low-level controller are required to test more demanding trajectories that push the system further into nonlinearity.

To show that the EKF observer provides meaningful feedback to the controller (the "closed-loop" setup), we compare it to a setup that assumes the predicted feedforward state, i.e. the value yielded by applying the RNN dynamics $f_{\theta^{*}}$ to the full sequence of past inputs, is always correct (the "open-loop" setup). The results of this comparison are visualized in Figures 4.5 and 4.6, and the tracking errors are compared numerically in Table 4.2.

Table 4.2: MPC tracking errors

|  |  | max error (cm) | mean error (cm) |
| :--- | :--- | ---: | ---: |
| shape | kind |  |  |
| circle | closedloop | 12.59 | 5.59 |
|  | openloop | 29.15 | 11.61 |
| lissajous | closedloop | 9.19 | 4.43 |
|  | openloop | 14.85 | 4.77 |
| rectangle | closedloop | 14.60 | 6.34 |
|  | openloop | 14.62 | 6.01 |

For the circle trajectory, we observe significantly improved performance in both mean and maximum error from the closed-loop setup. In the traces over time, shown in Figure 4.6, the open-loop solution drifts towards stronger resonance in the vertical axis and weaker resonance in the horizontal axis. In
contrast, the error of the closed-loop solution does not grow over time, indicating that our EKF setup is able to compensate for model error. For the Lissajous trajectory, the closed-loop setup yields a minor improvement in mean tracking error but a significant improvement in maximum error. The rectangle trajectory shows little difference between the open- and closed-loop approaches, but it is noteworthy that both approaches track the rectangle without gross errors, even though it is physically infeasible and not similar to the training data. This result suggests that the LSTM model behaves reasonably for at least one sequence input that is dissimilar to those in the training data.

### 4.5 Conclusion

We have described and demonstrated a system for optimal control in settings with unknown complex dynamics but a known reward function. Our approach is completely data-driven, and requires a fixed initial data-collection phase without further exploratory actions. We model our dynamical system as an LSTM recurrent neural network and design a nonlinear MPC controller. We use an EKF state observer to account for model error by estimating a value of the LSTM hidden state consistent with past inputs and outputs.

We apply our method to the task of manipulating a deformable object such that a particular point on the object tracks a fast trajectory. We validate our model on a real hardware setup with a robot manipulator holding a foam pool noodle, measured by a motion capture system. Our experiments show that closing the loop with the EKF observer improves tracking performance compared to an open loop control scheme for several of the test trajectories.

In future work, we aim to improve tracking accuracy by investigating other nonlinear state estimation methods and MPC implementations. The EKF is one of several ways to account for modeling error. Other nonlinear state estimators such as particle filters and moving window least-squares estimators could also be adapted to estimate RNN internal states. Alternatively, a pure deep-learning approach might add past
observations as inputs to the RNN. For MPC, a more sophisticated constrained optimization scheme could be applied to the nonlinear MPC problem (4.5) to help enforce smoothness and actuator limits. We are also interested in applying our work to non-position-based control tasks, such as force control for using deformable objects as tools.

We also note that our method resembles the inner loop of a model-based reinforcement learning algorithm. An extended method could use the data gathered at test time to further update the model. This could relax the demand on good state space coverage in the initial training data.

## Chapter 5

## Variance of Policy Gradient for LQR problems

### 5.1 Introduction

We concluded Chapter 3 by discussing some possible reasons why reinforcement learning with neural network "universal policies" might lead to a suboptimal multi-system policy. One possibility is the interaction between the RL algorithm and the problem. The RL algorithm was able to learn good policies for a single $\phi \in \Phi$, but when deploying the same algorithm on the multi-system problem, it was unable to learn a multi-system policy that matched the single-system policies in aggregate. One possible reason is that some property of the multi-system MDP hindered the performance of the algorithm. More broadly, it leads us to ask the question: How do properties of the MDP dynamics impact the performance of RL algorithms?

For RL in finite MDPs, performance bounds are most commonly given with respect to the number of states, actions, and rewards, and the horizon length (if finite) or discount factor (if infinite-horizon) (Agarwal et al., 2022). In the more challenging setting of undiscounted infinite-horizon MDPs with the average reward criterion, stronger assumptions on the MDP such as connectedness (resp. ergodicity) are required, and regret bounds are given in terms of related quantities such as diameter and/or span (resp. mixing and/or hitting time). Wei et al. (2020, Table 1) review some results of this type alongside their own.

[^5]Our results in Chapter 3 are difficult to investigate from a theoretical perspective due to the combination of neural network function approximation, complex deep RL algorithms with many "tricks", and nonlinear dynamics with contact (in the MuJoCo experiments). Adding the multi-system structure increases the complexity further. As we will discuss in $\S 5.2$, the theoretical understanding of reinforcement learning in continuous spaces has advanced considerably in the past several years. However, at the time this project was initiated, there were few theoretical guarantees for RL beyond finite MDPs. Therefore, we narrowed our focus to a very simple continuous MDP and a simple RL algorithm. Since the theoretical picture for single-system MDPs is still far from complete, we leave the development of RL theory for multi-system problems to future work.

The experiment in $\S 3.6$ used PPO, a member of the policy gradient family of RL algorithms (§ 2.7.2). Policy gradient methods construct an unbiased estimate of the gradient of the RL objective with respect to the policy parameters, and perform stochastic gradient ascent/descent with this estimate. Policy gradient methods are widely used for RL in continuous spaces because, unlike $Q$-learning, they do not require evaluating an "argmax" over a continuous $\mathcal{U}$, which is computationally intractable in general. However, the gradient estimate is known to suffer from high variance (Greensmith et al., 2004). The earliest and simplest policy gradient algorithm is REINFORCE (Williams, 1992). More recent algorithms such as TRPO and PPO (Schulman et al., 2015, 2017) extend the basic idea of REINFORCE with techniques to inhibit the possibility of making very large changes in the policy action distribution in a single step. In a benchmark test (Duan et al., 2016a), these algorithms generally learned better policies than REINFORCE, but their additional complexity makes them hard to analyze.

In this chapter, we seek a more detailed understanding of how the policy gradient estimate variance relates to properties of the continuous-space Markov decision process (MDP) that defines the RL problem instance. As an analytically tractable class of continuous MDPs, we select the linear-quadratic regulator (LQR) problem, introduced in §2.9.1.6. Our primary contributions are derivations of bounds on the variance
of the REINFORCE gradient estimate as an explicit function of the dynamics, reward, and noise parameters of the LQR problem instance. We validate our bounds with comparisons to the empirical gradient variance in random problems. We also explore the relationship between gradient variance and sample complexity, but find it to be less straightforward, as the problem parameters that affect variance also affect the optimization landscape. We emphasize that our goal is not to draw a conclusion about the utility of using REINFORCE to solve LQR problems, but rather to use LQR as an example system that is simple enough to allow us to "look inside" the REINFORCE policy gradient estimator.

### 5.2 Related work

Policy gradient methods for LQR LQR systems are a popular case study for analyzing policy gradient algorithms in continuous spaces. They have also been studied in the context of model-based and valuebased RL algorithms, but we restrict our attention to policy gradient methods here. Fazel et al. (2018) showed that, even though the optimization landscape of LQR is neither convex nor smooth, gradient descent using a zeroth-order optimization approximation of the policy gradient enjoys global convergence and sample complexity bounds. The analysis centers on the gradient domination (also known as PolyakŁojasiewicz) condition. Malik et al. (2018) and Bu et al. (2019a) strengthened this type of result and generalized to other LQR variants. Bhandari and Russo (2019) generalized the gradient domination technique to other highly structured problems outside the LQR setting, including finite MDPs, an optimal stopping problem, and an inventory control problem. Alternatively, Mohammadi et al. (2019) obtained similar results for the continuous-time case by relating the gradient flow in a classic convex reparameterization of the LQR problem to the nonconvex policy gradient. Sun and Fazel (2021) generalized the reparameterizationbased results to a broader family of LQR problems. Cassel and Koren (2021) obtained a nearly optimal regret bound for policy gradient methods with respect to the time horizon, matching a minimax lower bound of Simchowitz and Foster (2020) up to logarithmic factors. In contrast, Tu and Recht (2019) showed
that REINFORCE is strictly less efficient than model-based methods with respect to the state and action dimensionalities in the cheap-control setting.

Most of the aforementioned works study exact policy gradients or policy gradient approximations obtained by parameter-space noise or perturbations, similar to generic derivative-free optimization methods. This is in contrast to the action-space noise used by REINFORCE, as described in §2.7.2. The work of Tu and Recht (2019) is an exception, but their variance analysis only applies to the restricted class of cheapcontrol LQR problems used in their lower bound. To our knowledge, the work in this chapter represents the only generic variance upper bound for action-space policy gradient methods in the LQR setting.

Nonlinear system classes Outside the LQR setting, researchers have also obtained theoretical guarantees in settings where the state space, and possibly the action space, are continuous. The linear MDP, in which transition probabilities and rewards are linear in a feature space, is a popular case for analysis (Jin et al., 2020). Several variations of the linear MDP model exist. Linear MDPs generalize finite MDPs. However, this class cannot express the LQR problem (Song and Sun, 2021), which suggests that it may be of limited relevance for robotics. Mania et al. (2022) gave a finite-sample complexity guarantee for the system identification problem in the expressive kernelized nonlinear regulator (KNR) system class. Kakade et al. (2020) proposed a model-based RL algorithm with a regret bound depending on informationtheoretic quantities for KNRs, but their algorithm is computationally intractable. Song and Sun (2021) propose a tractable model-based method for KNRs. Boffi et al. (2021) prove a regret bound for a different class of nonlinear systems with a stronger stability assumption. Agarwal et al. (2019) give global convergence results for policy gradient methods in tabular MDPs, and in highly generic settings with smooth function approximation policies they give guarantees in terms of approximation error. Their results highlight the importance of exploration. Agarwal et al. (2020) build upon this framework and address the exploration issue using an ensemble of policies and exploration reward bonuses. Feng et al. (2021) extend this class of methods to handle more nonlinearity. Recently, Jin et al. (2021) and Du et al. (2021) proposed
new expressive classes of tractable MDPs that generalize both linear MDPs and LQRs. These provide a promising setting for future work on provably efficient algorithms for problems that combine features of finite MDPs (like difficult exploration) with features of physical systems (like stabilizing at an equilibrium).

Reinforcement learning theory with deep neural networks Until recently, research into the theoretical properties of deep neural networks focused on static optimization problems like supervised learning. He and Tao (2020) provide a survey on such results. More recently, researchers have begun to study deep neural networks in reinforcement learning context. Fan et al. (2020) analyzed sample complexity for the Deep Q-Network algorithm (DQN, Mnih et al., 2013) under the assumption of an fixed i.i.d. sampling distribution, which they argue is a reasonable approximation of sampling from a large replay buffer generated by $\epsilon$-greedy exploration. Xu and $\mathrm{Gu}(2020)$ obtain the same rate for DQN but remove the i.i.d. assumption, learning only from the most recent interaction with the MDP. However, the actions are sampled from a fixed policy, as opposed to an $\epsilon$-greedy policy with respect to the current estimate of $Q^{\star}$. Therefore, both of these analyses sidestep the issue of exploration. Cai et al. (2019) analyze the closely related task of policy evaluation, i.e. finding a fixed point of the policy Bellman operator instead of the optimality Bellman operator, with neural networks. Yang et al. (2020) study the least-squares value iteration algorithm for both kernels and overparameterized neural networks using optimism in the face of uncertainty for exploration.

Moving from value-based methods to policy-based methods, Wang et al. (2020) proved convergence rates for actor-critic methods with vanilla and natural policy gradients. Their analysis showed that the overparameterized neural networks can approximately satisfy the compatible function approximation condition, which leads to unbiased policy gradient estimates. Liu et al. (2019) obtain similar results specifically for the widely-used PPO and TRPO algorithms, but their analysis requires fully solving optimization problems for each update instead of taking a single gradient step. Agazzi and Lu (2021) work in the mean-field regime with continuous-time dynamics to express the policy gradient dynamics as a partial differential equation, and show that all fixed points are global optima.

### 5.3 Problem setting

In this chapter, $\|\cdot\|$ denotes the 2,2 operator norm of a matrix or the 2 -norm of a vector. We study the REINFORCE policy gradient estimator, as defined in § 2.7.2. We consider a variant of the discrete-time LQR problem introduced in §2.9.1.6 that adds stochasticity to the dynamics but retains noise-free full state observability. Recall that the state space is $\mathcal{X}=\mathbb{R}^{n}$ and action space $\mathcal{U}=\mathbb{R}^{m}$. The dynamics are linear dynamics with additive Gaussian noise:

$$
\begin{equation*}
x_{t+1}=A x_{t}+B u_{t}+\epsilon_{t}^{x}, \quad \epsilon_{t}^{x} \sim \mathcal{N}\left(\mathbf{0}, \Sigma_{x}\right), \tag{5.1}
\end{equation*}
$$

for dynamics matrices $A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}$, and noise covariance $\Sigma_{x} \succeq 0$. The initial state $x_{1}$ follows an arbitrary zero-mean Gaussian distribution. We consider the finite horizon objective

$$
\begin{equation*}
\sum_{t=1}^{H} r_{t} \triangleq \sum_{t=1}^{H}=-\left(x_{t}^{T} Q x_{t}+u_{t}^{T} R u_{t}\right) \tag{5.2}
\end{equation*}
$$

for cost matrices $Q \succeq 0, R \succ 0$. (Note that the standard LQR cost has been negated to fit the rewardmaximization formulation of RL.)

As discussed in §2.9.1.6, for the deterministic version of the problem, the infinite-horizon LQR cost is minimized by a stationary linear policy $u_{t}=K^{\star} x_{t}, K^{\star} \in \mathbb{R}^{m \times n}$, where the value of $K^{\star}$ depends on the solution of an discrete-time algebraic Riccati equation with coefficients derived from $(A, B, Q, R)$. To apply REINFORCE, the policy must be stochastic, so we consider linear stochastic policies

$$
\begin{equation*}
u_{t}=K x_{t}+\epsilon_{t}^{u}, \quad \epsilon_{t}^{u} \sim \mathcal{N}\left(\mathbf{0}, \Sigma_{u}\right), \tag{5.3}
\end{equation*}
$$

for $K \in \mathbb{R}^{m \times n}, \Sigma_{u} \in \mathbb{S}_{++}^{m}$. The state noise $\Sigma_{x}$ is an immutable property of the system, but the action noise $\Sigma_{u}$ is not. Instead, it is usually chosen by the user of the RL algorithm, or learned as a parameter
subject to optimization by the RL algorithm. Genuine noise in the actuators enters the system linearly through the matrix $B$, so it can be subsumed into $\Sigma_{x}$.

In the RL literature, action noise is usually seen as either 1) a tool for exploring of the state space, 2) a method of regularization to avoid converging on bad local optima, or 3) a consequence of a probabilistic interpretation of the RL problem (Levine, 2018). Its effect on the RL optimization algorithm is less frequently discussed, but in this work we find that it can be significant.

### 5.4 Main result: Variance bounds on the REINFORCE estimator

In this section, we present bounds on the variance of the REINFORCE estimator for LQR systems. Background on REINFORCE is given in § 2.7.2. The instantiation of REINFORCE for the system defined by eqs. (5.1) to (5.3) using a single trajectory is:

$$
\begin{equation*}
\hat{g}=\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{u} x_{t}^{\top}\right)\left(\sum_{t=1}^{H} r_{t}\right) \in \mathbb{R}^{m \times n} \tag{5.4}
\end{equation*}
$$

The estimate $\hat{g}$ is a function of the independent random variables $\left\{\epsilon_{t}^{u}, \epsilon_{t}^{x}\right\}_{t=1}^{H}$. Although $x_{t}$ is a linear function of the previous noise variables $\left\{\epsilon_{\tau}^{u}, \epsilon_{\tau}^{x}\right\}_{\tau=1}^{t-1}$, the reward $r_{t}$ is quadratic in $x_{t}$, so the overall form of $\hat{g}$ is a product of a sum and a sum of products of sums. Therefore, while it is possible to apply matrix concentration inequalities (Tropp, 2015) to bound $\left\|x_{t}-\mathbb{E}\left[x_{t}\right]\right\|$ with high probability, it is more difficult to bound the dispersion of $\hat{g}$. Instead, we use a more specialized method to derive a bound on

$$
\nu(\hat{g}) \triangleq \sum_{i=1}^{m} \sum_{j=1}^{n} \operatorname{Var}\left(\hat{g}_{i, j}\right)=\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right]-\operatorname{tr}\left(\mathbb{E}[\hat{g}]^{\top} \mathbb{E}[\hat{g}]\right)
$$

which we simplify by bounding $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right]$.

Theorem 5.4.1. If $\rho(A+B K)<1$, then $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right] \leq O\left(\bar{n}^{4} C_{1}^{2} C_{2}^{2}\right)$, where

$$
\begin{aligned}
& C_{1}=\mu^{2}\left\|\Sigma_{u}^{-\frac{1}{2}}\right\|\left(\left\|x_{1}\right\|+\sigma H\right) H^{\prime}, \\
& C_{2}=\|R\|\left\|\Sigma_{u}\right\| H+\mu^{2}\left(\|Q\|+\|R\|\|K\|^{2}\right)\left(\left\|x_{1}\right\|^{2}+\sigma^{2} H\right) H^{\prime 2},
\end{aligned}
$$

$\bar{n} \triangleq \max \{n, m\}, \sigma \triangleq\left\|\Sigma_{x}^{\frac{1}{2}}\right\|+\left\|B \Sigma_{u}^{\frac{1}{2}}\right\|, H^{\prime} \triangleq \min \left\{H, \frac{1}{1-\rho(A+B K)}\right\}$, and $\mu$ is a constant bounding the transient behavior of $\|A+B K\|^{t}$, with more details provided in §5.6.

Proof Sketch.

1. Rewrite $\epsilon_{t}^{u}, \epsilon_{t}^{x}$ as $\Sigma_{u}^{\frac{1}{2}} \delta_{t}^{u}, \Sigma_{x}^{\frac{1}{2}} \delta_{t}^{x}$, where the $\delta_{t}^{u}, \delta_{t}^{x}$ are unit-Gaussian random variables.
2. Bound $\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)$ by $P$, a polynomial function of the $\chi$-distributed random variables $\left\{\left\|\delta_{t}^{u}\right\|,\left\|\delta_{t}^{x}\right\|\right\}_{t=1}^{H}$ with nonnegative coefficients.
3. Bound the sum of the coefficients of $P$ by substituting 1 for all $\chi$ random variables.
4. Bound for the expectation of each monomial in $P$ using the moments of the $\chi$ distribution.

A detailed proof of Theorem 5.4.1 is given in §5.6.
For a special case of scalar states and actions, we also show a lower bound on $\mathbb{E}\left[\hat{g}^{2}\right]$. Since $\mathbb{E}[\hat{g}]=0$ at a local optimum, this lower bound corresponds to the variance caused strictly by noise in the system when the policy is already optimal. Here, the matrices $A, B, K, Q, R$ are denoted as $a, b, k, q, r$, and $\sigma_{x}, \sigma_{u}$ denote the standard deviation (not variance) of state and action noise. This notation $r$ is different from the notation $r_{t}$ for reward.

Theorem 5.4.2. If $m=n=1$ and $0 \leq a+b k<1$, then $\mathbb{E}\left[\hat{g}^{2}\right] \geq \Omega\left(c_{1}^{2} c_{2}^{2}\right)$, with

$$
\begin{aligned}
& c_{1}=\frac{1}{\sigma_{u}}\left(\left|x_{1}\right|+\sigma \sqrt{H}\right) \sqrt{h^{\prime}}, \\
& c_{2}=r \sigma_{u}^{2} H+\left(q+r k^{2}\right)\left(x_{1}^{2}+\sigma^{2} H\right) h^{\prime},
\end{aligned}
$$

where $\sigma \triangleq \sigma_{x}+b \sigma_{u}$ and $h^{\prime} \triangleq \min \left\{H, \frac{1}{1-(a+b k)^{2}}\right\}$.

A detailed proof of Theorem 5.4.2 is given in §5.7. If we reduce the upper bound of Theorem 5.4.1 to its scalar case, all terms match with the notable exception of the horizon-related terms $H$ and $H^{\prime}$ (compare to $h^{\prime}$ ), which appear squared in several places in Theorem 5.4.1 compared to the equivalent term in Theorem 5.4.2. There is another gap in the denominators of $H^{\prime}$ and $h^{\prime}$ since $\frac{1}{1-x^{2}}<\frac{1}{1-x}$ on the domain $x \in(0,1)$. We conjecture our upper bound can be tightened by fully exploiting the independence of the noise variables $\epsilon_{x}, \epsilon_{u}$.

### 5.5 Experiments

In the first set of experiments, we compare our upper bound of $\nu(\hat{g})$ to its empirical value when executing REINFORCE in randomly generated LQR problems. Our results show qualitative similarity in the parameters for which our upper and lower bounds match. On the other hand, the gap with respect to stability-related parameters is also visible. For each experiment shown here, we repeated the experiment with different random seeds and observed qualitatively identical results.

We generate random LQR problems with the following procedure. We sample each entry in $A$ and $B$ i.i.d. from $\mathcal{N}\left(0, \sigma=n^{-1 / 2}\right)$ and $\mathcal{N}\left(0, \sigma=m^{-1 / 2}\right)$ respectively. To construct a random $k \times k$ positive definite matrix, we sample from the Wishart $\left(k^{-1} I, k\right)$ distribution by computing $Q=X^{T} X$ for $X$ i.i.d. analogous to $A$. The scale factor $k^{-1}$ ensures that if the vector $x$ is distributed by $\mathcal{N}\left(0, k^{-1} I\right)$, such that $\mathbb{E}\left[\|x\|^{2}\right]=1$, then $\mathbb{E}\left[x^{T} Q x\right]=1$. We sample $Q, R, \Sigma_{x}$, and $\Sigma_{u}$ this way.

In each experiment, we vary some of these parameters systematically while holding the others constant, allowing us to visualize the impact of each parameter on $\nu(\hat{g})$. We plot the upper bound of Theorem 5.4.1 on the top row of Figure 5.1, and the empirical estimate of $\nu(\hat{g})$ on the bottom row. In both cases, since the variance depends on the initial state $x_{1}$, we sample $N=100$ initial states $x_{1}$ from $\mathcal{N}\left(0, n^{-1} I\right)$ and
plot $\mathbb{E}_{x_{1} \sim \mathcal{N}\left(0, n^{-1} I\right)} \nu(\hat{g})$. We estimate $\left.\nu(\hat{g})\right|_{x_{1}=x}$ for a particular initial state $x$ by sampling 30 trajectories with random $\epsilon^{u}, \epsilon^{x}$.


Figure 5.1: Comparison between our upper bound from Theorem 5.4 .1 (top) and the empirically measured variance (bottom) as they relate to various parameters of the LQR problem. Behavior is qualitatively similar for action noise covariance (a) and control authority (b), but less similar for the stability (c) where our bounds are loose. Further discussion is in $\S 5.5$.

Effect of $\Sigma_{u}$ In this experiment, we generate a random LQR problem and replace $\Sigma_{u}$ with $\sigma_{u} I$ for $\sigma_{u}$ geometrically spaced in the range $\left[10^{-2}, 10^{2}\right]$. Using a scaled identity matrix is common practice when applying RL to a problem where there is no a priori reason to correlate the noise between different action dimensions. We evaluate the variance at the value $K=K^{\star}$, where $K^{\star}$ is the infinite-horizon optimal controller computed using traditional LQR synthesis, as described in $\S$ 2.9.1.6. Using $K^{\star}$ ensures that $\rho(A+B K)<1$, a required condition to apply Theorem 5.4.1.

Results are shown in Figure 5.1a. The separate line plots correspond to scaling the random $\Sigma_{x}$ by the values $\{0.1,1,10\}$, while the $x$-axis corresponds to the value of $\sigma_{u}$. For each value of $\sigma_{x}$, there appears to
be a unique $\sigma_{u}$ that minimizes $\nu(\hat{g})$, and this value of $\sigma_{u}$ increases with $\sigma_{x}$. This phenomenon appears in both the bound and empirical variance.

Effect of $\|B\| \quad$ In this experiment, we generate a random problem where $m=n$ and replace $B$ with $b I$ for $b$ geometrically spaced in the range $\left[10^{-2}, 10^{2}\right]$. The resulting system essentially gives the policy direct control over each state. For each $B$, we compute a separate infinite-horizon optimal $K$ and sample the variance for different $x_{1}$. Results are shown in Figure 5.1b. The separate line plots correspond to scaling both the random $\Sigma_{x}$ and the random $\Sigma_{u}$ by the values $\{0.1,1,10\}$. The $x$-axis corresponds to the value of $b$. Again, there appears to be a unique $\|B\|$ that minimizes $\nu(\hat{g})$, but its value changes minimally for different magnitudes of $\Sigma_{x}, \Sigma_{u}$.

Effect of $\rho(A+B K)$ Here we measure the change in variance with respect to the closed-loop spectral radius $\rho(A+B K)$. To synthesize controllers $K$ such that $\rho(A+B K)$ obtains a specified value, we use the pole placement algorithm of Tits and Yang (1996). (Pole placement is discussed in §2.9.4.) We sample a "prototype" set of $n$ eigenvalues with $\lambda_{1}, \ldots, \lambda_{\lceil n / 2\rceil}$ as complex conjugate pairs $\lambda_{i}, \lambda_{i+1}=r e^{ \pm i \varphi}$, where $r \sim \operatorname{Uniform}([0,1])$ and $\varphi \sim \operatorname{Uniform}([0,2 \pi))$, and sample the remaining real $\lambda_{i}$ from Uniform $([-1,1])$. Then, for each desired $\rho$, we compute $K_{\rho}=\mathscr{P}\left(A, B, \rho \lambda_{1}, \ldots, \rho \lambda_{n}\right)$. By rescaling the same set of $\lambda_{i}$ instead of sampling a new set for each $\rho$, we avoid confounding effects from changing other properties of $K$.

Results are shown in Figure 5.1c. Again, we repeat the experiment for different magnitudes of $\Sigma_{x}$ and $\Sigma_{u}$. Unlike the previous two experiments, here we see qualitatively different behavior between our upper bound and the empirical variance. The bound begins to increase rapidly near $\rho=1$, corresponding to the growth of $1 /(1-\rho)$ in the term $H^{\prime}$, but at $\rho=0.9$ the $H$ term becomes active in $H^{\prime}$, and the bound suddenly flattens. In contrast, the empirical variance grows more moderately and does not explode near the
threshold of system instability. This further bolsters our confidence that the upper bound of Theorem 5.4.1 can be tightened to match the $\sqrt{H^{\prime}}$ and $\sqrt{H}$ terms in the lower bound of Theorem 5.4.2.


Figure 5.2: Scatter plot of empirical $\nu(\hat{g})(x$-axis) and upper bound from Theorem 5.4.1 ( $y$-axis) with varying state dimensionality $n$ and time horizon $H$. Each point represents one random LQR problem.

Dimensionality parameters In all of the preceding experiments, we arbitrarily chose the state and action dimensions $n=5, m=3$ and time horizon $H=10$. To visualize the variance for other values of these parameters, we generate 1000 random LQR problems with $n$ and $H$ each varying over the set $\{3,10,30\}$. We fix $m=\lceil n / 2\rceil$. Results are shown in Figure 5.2. The overall positive trend with a slope greater than 1 shows that the bound grows superlinearly with respect to the empirical, as expected. One interesting property is the tighter clustering for large values of $n$. This may be due to several eigenvalue distribution results in random matrix theory which state that, as $n \rightarrow \infty$, our random LQR problems tend to become similar up to a basis change (Tao, 2012).


Figure 5.3: Learning curves of REINFORCE for a random LQR problem with varying scales of action noise $\sigma_{u}$ and environment noise $\sigma_{x}$. Larger $\sigma_{u}$ can improve learning, despite larger variance of $\hat{g}$.

### 5.5.1 RL policy optimality for varying $\Sigma_{u}$

The results in $\S 5.5$ suggest that, for a fixed $\Sigma_{x}$, the magnitude of $\Sigma_{u}$ has a significant effect on $\nu(g)$. This is of practical interest because $\Sigma_{u}$ is usually under control of the RL practitioner. It is therefore natural to ask if the change in variance corresponds to a change in the rate of convergence of REINFORCE. We test this empirically by executing REINFORCE in variants of one random LQR problem with different values of $\Sigma_{u}$ and $\Sigma_{x}$. To avoid a confounding effect from larger $\Sigma_{u}$ incurring greater penalty from the $-u_{t}^{T} R u_{t}$ term in $r_{t}$, we evaluate the trained policies in a modified version of the problem where $\Sigma_{u}=\Sigma_{x}=\mathbf{0}$. It can be shown that the optimal $K^{\star}$ for the stochastic problem is also optimal for the deterministic problem, so each problem variant should converge to the same evaluation returns in the limit.

We initialize $K$ by perturbing the elements of the LQR-optimal controller with i.i.d. Gaussian noise and scaling the perturbation until $\rho(A+B K) \approx 0.98$. After every 10 iterations of REINFORCE, we evaluate the current policy in the noise-free environment. For each $\left(\Sigma_{u}, \Sigma_{x}\right)$ pair, we repeat this experiment 10 times with different random seeds. The random seed only affects the $\epsilon_{t}^{u}, \epsilon_{t}^{x}$ and $x_{1}$ samples. The aggregate data are shown in Figure 5.3. Shaded bands correspond to one standard deviation across the separate runs of REINFORCE. The lowercase $\sigma_{u}, \sigma_{x}$ refer to scaling factors applied to the initial samples of $\Sigma_{u}, \Sigma_{x}$ in the random LQR problem.

The effect is different than one would predict under the hypothesis that the performance of REINFORCE is mainly dictated by its estimation variance. For all values of $\Sigma_{x}$ in the experiment, problems with larger $\Sigma_{u}$ converge faster-whereas Figure 5.1a would suggest that the "optimal" value of $\Sigma_{u}$ changes with respect to $\Sigma_{x}$. The fact that larger $\Sigma_{u}$ tends to make REINFORCE converge faster is not obvious, given the $\Sigma_{u}^{-1}$ term in $\hat{g}$ (5.4). Also, when $\Sigma_{u}$ is very small and $\Sigma_{x}$ is very large, the algorithm becomes unstable and sees large variations across different random seeds. For the middle values $\Sigma_{u} \in\{0.1,1.0\}$, we observe that larger $\Sigma_{x}$ causes faster convergence.


Figure 5.4: Suboptimality ratios of the policy after 1000 iterations of REINFORCE for a random LQR problem with varying scales of action noise $\sigma_{u}$ and environment noise $\sigma_{x}$.

An alternate visualization of the same experiment is given in Figure 5.4. Here, as in Figure 5.1, the horizontal axis corresponds to the action variance $\sigma_{u}$ and the line colors correspond to different values of the environment dynamics variance $\sigma_{x}$. However, instead of plotting the gradient estimate variance on the vertical axis as in Figure 5.1, here we plot the suboptimality ratio of the final policy after running

REINFORCE for a fixed number of iterations. The ratio is taken relative to the LQR-optimal policy for the infinite-horizon version of the problem.

In this plot we include results for larger values of $\sigma_{u}$ than were shown in Figure 5.3. We observe that the suboptimality does increase for large enough values of $\sigma_{u}$, so the effect is not monotonic as Figure 5.3 might suggest. However, the value of $\sigma_{u}$ for which the suboptimality ratio is closest to 1 does not move significantly for different values of $\sigma_{x}$. We remark further on these results in $\S 5.8$.

### 5.6 Proof of Theorem 5.4.1

In this section, we provide the detailed derivation of the upper bound stated in Theorem 5.4.1. We define the following notations: let $\delta_{t}^{x}$ and $\delta_{t}^{u}$ be independent random vectors that follow $\mathcal{N}\left(\mathbf{0}, I_{n}\right)$ and $\mathcal{N}\left(\mathbf{0}, I_{m}\right)$ respectively for all $t$. The $\epsilon_{t}^{x}$ and $\epsilon_{t}^{u}$ defined in Equations (5.1) and (5.3) can be written as $\epsilon_{t}^{x}=\Sigma_{x}^{\frac{1}{2}} \delta_{t}^{x}$ and $\epsilon_{t}^{u}=\Sigma_{u}^{\frac{1}{2}} \delta_{t}^{u}$. We will use the following steps to upper-bound $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right]$ :

1. Bound $\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)$ by $P$, a polynomial of $d_{t}^{x} \triangleq\left\|\delta_{t}^{x}\right\|$ and $d_{t}^{u} \triangleq\left\|\delta_{t}^{u}\right\|$ for $t=1,2, \ldots, H$. We restrict that $P$ should have only nonnegative coefficients. Since we assume $\delta_{t}^{x}$ and $\delta_{t}^{u}$ are independent random vectors with standard normal distribution, $d_{t}^{x}$ and $d_{t}^{u}$ will be independent random variables following the $\chi(n)$ and $\chi(m)$ distributions respectively.
2. Bound the sum of the (already nonnegative) coefficients of $P$ by substituting all of the $d_{t}^{x}$, $d_{t}^{u}$ with one. More formally, let

$$
P\left(\left\{d_{t}^{x}, d_{t}^{u}\right\}_{t=1}^{H}\right)=\sum_{i} C_{i} \prod_{t=1}^{H}\left(d_{t}^{x}\right)^{\alpha_{t, i}} \prod_{t=1}^{H}\left(d_{t}^{u}\right)^{\beta_{t, i}}
$$

where $\prod_{t=1}^{H}\left(d_{t}^{u}\right)^{\alpha_{t, i}} \prod_{t=1}^{H}\left(d_{t}^{x}\right)^{\beta_{t, i}}$ is the $i$-th monomial in $P$, and $C_{i}$ is its nonnegative coefficient. Then we calculate $\sum_{i} C_{i}$ by substituting all $d_{t}^{x}, d_{t}^{u}$ with 1 . We use the notation $\mathbb{1}(P)$ to denote this operation (we define the $\mathbb{1}(\cdot)$ operator analogously for expressions other than $P$ itself):

$$
\mathbb{I}(P)=\left.P\right|_{d_{t}^{x}=1, d_{t}^{u}=1, \forall t}=\sum_{i} C_{i} \cdot j
$$

3. Bound for the expectation of all monomials in $P$, i.e., find $M$ such that

$$
\mathbb{E}\left[\prod_{t=1}^{H}\left(d_{t}^{x}\right)^{\alpha_{t, i}} \prod_{t=1}^{H}\left(d_{t}^{u}\right)^{\beta_{t, i}}\right] \leq M, \quad \forall i .
$$

With the three steps above, we can then bound $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right] \leq \mathbb{E}[P] \leq \sum_{i} C_{i} M=M \mathbb{1}(P)$. To calculate $M$, we can use the known formula for the $k$-th moment of a $\chi$ random variable.

Recall that

$$
\hat{g}=\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{a} x_{t}^{\top}\right)\left(\sum_{t=1}^{H} r_{t}\right),
$$

and thus

$$
\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)=\underbrace{\operatorname{tr}\left[\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{u} x_{t}^{\top}\right)^{\top}\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{u} x_{t}^{\top}\right)\right]}_{\operatorname{Term}_{1}} \underbrace{\left(\sum_{t=1}^{H} r_{t}\right)^{2}}_{\operatorname{Term}_{2}} .
$$

Thanks to the property $\mathbb{1}(P)=\mathbb{1}\left(P_{1}\right) \mathbb{1}\left(P_{2}\right)$ for polynomial $P \equiv P_{1} P_{2}$, and $\mathbb{1}(P)=\mathbb{1}\left(P_{1}\right)+\mathbb{1}\left(P_{2}\right)$ for $P \equiv P_{1}+P_{2}$, we do not need to directly find $P$ and bound $\mathbb{1}(P)$. Below in Section 5.6.1, we first bound $\left\|x_{t}\right\|$ by a polynomial $\left\lceil x_{t}\right\rceil$ of $\left\{d_{\tau}^{s}, d_{\tau}^{a}\right\}$, and then find $\mathbb{1}\left(\left\lceil x_{t}\right\rceil\right)$. In Section 5.6.2 and 5.6.3, we further upper bound $\mathbb{1}\left(\operatorname{Term}_{1}\right)$ and $\mathbb{1}\left(\operatorname{Term}_{2}\right)$ with the help of $\mathbb{1}\left(\left\lceil x_{t}\right\rceil\right)$. Then finally we obtain an upper bound for $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right]$ as $M \mathbb{1}\left(\mathbf{T e r m}_{1}\right) \mathbb{1}\left(\operatorname{Term}_{2}\right)$.

### 5.6.1 Bounding $\left\|x_{t}\right\|$

In this section, we bound $\left\|x_{t}\right\|$ from above. Although the spectral radius $\rho(A+B K)$ determines the asymptotic stability of the closed-loop system, it guarantees little about the transient behavior-for example, for any $x>1$ and $0<\epsilon<1$, the matrix

$$
A=\left[\begin{array}{ll}
\epsilon & x \\
0 & \epsilon
\end{array}\right]
$$

has the properties $\rho(A)<1,\|A\|>x$. Therefore, while the state magnitude $\left\|x_{t}\right\|$ is bounded by the operator norm $\|A+B K\|^{t-1}$, it is too restrictive to require $\|A+B K\|<1$. Instead, we will use the following result:

Lemma 5.6.1 (Trefethen and Embree (2005)). Let $A \in \mathbb{R}^{n \times n}$ be a matrix with $\rho(A)<1$. Then there exists $\mu>0$ such that, for all $k \in \mathbb{N}$,

$$
\begin{equation*}
\left\|A^{k}\right\| \leq \mu \rho(A)^{k} \tag{5.5}
\end{equation*}
$$

$\mu$ is bounded by the "resolvent condition" $\mu \leq 2 \operatorname{enr}(A)$, where $e$ is the exponential constant and

$$
\begin{equation*}
r(A)=\sup _{z \in \mathbb{C},|z|>1}(|z|-1)\left\|(z I-A)^{-1}\right\| . \tag{5.6}
\end{equation*}
$$

The derivation and interpretation of (5.6) is a deep subject related to the matrix pseudospectrum, covered extensively by Trefethen and Embree (2005). Intuitively, $r(A)$ is large if a small perturbation $\epsilon \in \mathbb{R}^{n \times n}$ would cause $\rho(\epsilon+A)>1$.

Expanding the state transition function in Equation (5.1) with the linear stochastic policy in Equation (5.3), we get

$$
\begin{equation*}
x_{t}=(A+B K)^{t-1} x_{1}+\sum_{\tau=1}^{t-1}(A+B K)^{t-\tau-1}\left(\Sigma_{x}^{\frac{1}{2}} \delta_{\tau}^{x}+B \Sigma_{u}^{\frac{1}{2}} \delta_{\tau}^{u}\right) . \tag{5.7}
\end{equation*}
$$

Recall that $\|\cdot\|$ denotes the $\ell_{2}$ norm for vectors and the $\ell_{2}-\ell_{2}$ operator norm for matrices. By Lemma 5.6.1, there exists $\mu$ such that $\left\|(A+B K)^{k}\right\| \leq \mu \rho(A)^{k}$. Let $f=\rho(A+B K), \sigma_{x}^{2}=\left\|\Sigma_{x}\right\|$, $\sigma_{u}^{2}=\left\|\Sigma_{u}\right\|$, and $b=\|B\|$. By repeatedly applying the triangle inequality,

$$
\begin{align*}
\left\|x_{t}\right\| & =\left\|(A+B K)^{t-1} x_{1}+\sum_{\tau=1}^{t-1}(A+B K)^{t-\tau-1}\left(\Sigma_{x}^{\frac{1}{2}} \delta_{\tau}^{x}+B \Sigma_{u}^{\frac{1}{2}} \delta_{\tau}^{u}\right)\right\| \\
& \leq\left\|(A+B K)^{t-1} x_{1}\right\|+\sum_{\tau=1}^{t-1}\left\|(A+B K)^{t-\tau-1}\left(\Sigma_{x}^{\frac{1}{2}} \delta_{\tau}^{x}+B \Sigma_{u}^{\frac{1}{2}} \delta_{\tau}^{u}\right)\right\|  \tag{5.8}\\
& \leq \mu f^{t-1}\left\|x_{1}\right\|+\mu \sum_{\tau=1}^{t-1} f^{t-\tau-1}\left(\sigma_{x} d_{\tau}^{x}+b \sigma_{u} d_{\tau}^{u}\right)
\end{align*}
$$

We denote the final bound in (5.8) as $\left\lceil x_{t}\right\rceil$. The bound $\left\lceil x_{t}\right\rceil$ is linear in the random variables $\left\{d_{t}^{x}, d_{t}^{u}\right\}_{t=1}^{H}$ with only positive coefficients. Furthermore,

$$
\begin{align*}
\mathbb{1}\left(\left\lceil x_{t}\right\rceil\right) & =\mu f^{t-1}\left\|x_{1}\right\|+\mu \sum_{\tau=1}^{t-1} f^{t-\tau-1}\left(\sigma_{x}+b \sigma_{u}\right)  \tag{5.9}\\
& =\mu f^{t-1}\left\|x_{1}\right\|+\mu \sum_{\tau=0}^{t-2} f^{\tau}\left(\sigma_{x}+b \sigma_{u}\right)
\end{align*}
$$

### 5.6.2 Bounding Term ${ }_{1}$

In this subsection we show that

$$
\operatorname{tr}\left[\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{u} x_{t}^{\top}\right)^{\top}\left(\sum_{t=1}^{H} \Sigma_{u}^{-1} \epsilon_{t}^{u} x_{t}^{\top}\right)\right] \leq\left\|\Sigma_{u}^{-1}\right\|\left(\sum_{t=1}^{H} d_{t}^{u}\left\|x_{t}\right\|\right)^{2}
$$

Let $\xi_{t}=\Sigma_{u}^{-1} \epsilon_{t}^{u}$. Then

$$
\begin{align*}
\operatorname{tr}\left[\left(\sum_{t=1}^{H} \xi_{t} x_{t}^{\top}\right)^{\top}\left(\sum_{t=1}^{H} \xi_{t} x_{t}^{\top}\right)\right] & =\operatorname{tr}\left[\sum_{1 \leq i, j \leq H} x_{i} \xi_{i}^{\top} \xi_{j} x_{j}^{\top}\right] \\
& =\sum_{1 \leq i, j \leq H} \xi_{i}^{\top} \xi_{j} x_{i}^{\top} x_{j} \\
& \leq \sum_{1 \leq i, j \leq H}\left|\xi_{i}^{\top} \xi_{j} \| x_{i}^{\top} x_{j}\right| \\
& =\sum_{1 \leq i, j \leq H}\left|\delta_{i}^{u \top} \Sigma_{u}^{-1} \delta_{j}^{u} \| x_{i}^{\top} x_{j}\right|  \tag{5.10}\\
& \leq \sum_{1 \leq i, j \leq H}\left\|\Sigma_{u}^{-1}\right\|\left\|\delta_{i}^{u}\right\|\left\|\delta_{j}^{u}\right\|\left\|x_{i}\right\|\left\|x_{j}\right\| \\
& =\left\|\Sigma_{u}^{-1}\right\|\left(\sum_{t=1}^{H}\left\|\delta_{t}^{u}\right\|\left\|x_{t}\right\|\right)^{2} \\
& \leq\left\|\Sigma_{u}^{-1}\right\|\left(\sum_{t=1}^{H} d_{t}^{u}\left\lceil x_{t}\right\rceil\right)^{2}
\end{align*}
$$

in which we made use of the circulant property of the trace, the Cauchy-Schwarz inequality, and the fact that $\Sigma^{\frac{1}{2}} \Sigma^{-2} \Sigma^{\frac{1}{2}}=\Sigma^{-1}$ for positive semidefinite $\Sigma$.

### 5.6.3 Bounding Term ${ }_{2}$

We now bound $C \triangleq \sum_{t=1}^{H}-r_{t}$ from above. Note that $-r_{t} \geq 0$, since $Q \succeq 0$ and $R \succ 0$. Let $q=\|Q\|$, $r=\|R\|$, and $k=\|K\|$. Then

$$
\begin{align*}
C=\sum_{t=1}^{H}-r_{t} & =\sum_{t=1}^{H} x_{t}^{\top} Q x_{t}+u_{t}^{\top} R u_{t} \\
& \leq \sum_{t=1}^{H} q\left\|x_{t}\right\|^{2}+r\left\|u_{t}\right\|^{2}=\sum_{t=1}^{H} q\left\|x_{t}\right\|^{2}+r\left\|K x_{t}+\Sigma_{u}^{\frac{1}{2}} \delta_{t}^{u}\right\|^{2} \\
& \leq \sum_{t=1}^{H} q\left\|x_{t}\right\|^{2}+r\left(k\left\|x_{t}\right\|+\sigma_{u}\left\|\delta_{t}^{u}\right\|\right)^{2}  \tag{5.11}\\
& \leq \sum_{t=1}^{H} q\left\|x_{t}\right\|^{2}+2 r k^{2}\left\|x_{t}\right\|^{2}+2 r \sigma_{u}^{2}\left\|\delta_{t}^{u}\right\|^{2} \\
& \leq\left(q+2 r k^{2}\right) \sum_{t=1}^{H}\left\lceil x_{t}\right\rceil^{2}+2 r \sigma_{u}^{2} \sum_{t=1}^{H}\left(d_{t}^{u}\right)^{2}
\end{align*}
$$

where the triangle inequality and the fact $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$ are used above. This bound on $C$ is a quadratic polynomial in the $d^{x}, d^{u}$.

### 5.6.4 Combining bounds

Combining Section 5.6.2 and Section 5.6.3, we have

$$
\begin{equation*}
\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right) \leq P=C^{2}\left\|\Sigma_{u}^{-1}\right\|\left(\sum_{t=1}^{H} d_{t}^{u}\left\lceil x_{t}\right\rceil\right)^{2} \tag{5.12}
\end{equation*}
$$

For brevity, let $\alpha=\left\|\Sigma_{u}^{-1}\right\|, \beta=q+2 r k^{2}, \gamma=2 r \sigma_{u}^{2}, \sigma=\sigma_{x}+b \sigma_{u}$, and $H^{\prime} \triangleq \min \left\{H, \frac{1}{1-f}\right\}$. The term $H^{\prime}$ reflects the stability of the closed-loop system: if highly stable $(f \ll 1)$, we have $H^{\prime} \ll H$, but when approaching instability $(f \rightarrow 1), H^{\prime}$ approaches $H$.

We expand $P$ and substitute $d_{t}^{x}=1, d_{t}^{u}=1$ for all $t$ to compute the sum of $P$ 's coefficients, using the notation $\mathbb{1}(\cdot)$ for the transformation of replacing all $d$ with 1 . We first bound $\mathbb{1}\left(C^{2}\right)$ :

$$
\begin{align*}
\mathbb{1}\left(C^{2}\right) \leq\left(\gamma H+\beta \sum_{t=1}^{H} \mathbb{1}\left(\left\lceil x_{t}\right\rceil\right)^{2}\right)^{2} & \leq\left(\gamma H+\beta \mu^{2} \sum_{t=1}^{H}\left[f^{t-1}\left\|x_{1}\right\|+\sigma H^{\prime}\right]^{2}\right)^{2} \\
& \leq\left(\gamma H+2 \beta \mu^{2} \sum_{t=1}^{H}\left[f^{2 t-2}\left\|x_{1}\right\|^{2}+\sigma^{2} H^{\prime 2}\right]\right)^{2}  \tag{5.13}\\
& \leq\left(\gamma H+2 \beta \mu^{2}\left(H^{\prime}\left\|x_{1}\right\|^{2}+\sigma^{2} H H^{\prime 2}\right)\right)^{2}
\end{align*}
$$

where the result is obtained by repeatedly applying the fact $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$. Next,

$$
\begin{align*}
\mathbb{1}\left(\left(\sum_{t=1}^{H} d_{t}^{u}\left\lceil x_{t}\right\rceil\right)^{2}\right) & \leq\left(\mu \sum_{t=1}^{H} f^{t-1}\left\|x_{1}\right\|+\sigma H^{\prime}\right)^{2}  \tag{5.14}\\
& \leq \mu^{2} H^{\prime 2}\left(\left\|x_{1}\right\|+\sigma H\right)^{2} .
\end{align*}
$$

Finally,

$$
\begin{align*}
\mathbb{1}(P) & \leq \alpha \mu^{2} H^{\prime 2}\left(\gamma H+2 \beta \mu^{2}\left(H^{\prime}\left\|x_{1}\right\|^{2}+\sigma^{2} H H^{\prime 2}\right)\right)^{2}\left(\left\|x_{1}\right\|+\sigma H\right)^{2} \\
& =4\left\|\Sigma_{u}^{-1}\right\| \mu^{2} H^{\prime 2}\left(r \sigma_{u}^{2} H+\mu^{2}\left(q+2 r k^{2}\right)\left(H^{\prime}\left\|x_{1}\right\|^{2}+\sigma^{2} H H^{\prime 2}\right)\right)^{2}\left(\left\|x_{1}\right\|+\sigma H\right)^{2}  \tag{5.15}\\
& \triangleq \overline{\mathbb{1}(P)} .
\end{align*}
$$

$\overline{\mathbb{1}(P)}$ is an order-8 polynomial in the $d^{s}, d^{a}$. The formula for the 8 th moment of a $\chi(n)$ random variable is

$$
\mathbb{E}\left[X^{8}\right]=n(n+2)(n+4)(n+6),
$$

so $\mathbb{E}\left[\operatorname{tr}\left(\hat{g}^{\top} \hat{g}\right)\right] \leq \overline{\mathbb{1}(P)} \cdot O\left(\bar{n}^{4}\right)$, where $\bar{n}=\max (n, m)$.
(Since we are summing the variances of $O\left(\bar{n}^{2}\right)$ random variables in $\hat{g}$, we would expect scaling of no less than $\bar{n}^{2}$ compared to the scalar case.)

### 5.7 Proof of Theorem 5.4.2

In this section, we provide a lower bound for $\mathbb{E}\left[\hat{g}^{2}\right]$ in the scalar case, $m=n=1$. The matrices $A, B, K, Q, R$ are thus denoted as $a, b, k, q, r$ here (notice that this notation $r$ is different from the notation $r_{t}$ for reward). Other notations follow the definitions in $\S 5.6$. We will analyze the case when $0 \leq a+b k<1$.

Lemma 5.7.1.

$$
\begin{equation*}
\mathbb{E}\left[\left(\sum_{t=1}^{H} \frac{\epsilon_{t}^{u} x_{t}}{\sigma_{u}^{2}}\right)^{2}\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right] \geq \mathbb{E}\left[\left(\sum_{t=1}^{H} \frac{\epsilon_{t}^{u} x_{t}}{\sigma_{u}^{2}}\right)^{2}\right] \mathbb{E}\left[\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right] . \tag{5.16}
\end{equation*}
$$

Proof. When $a+b k \geq 0$, all terms have positive coefficients. Rename the $2 H$ random variables $\left\{\delta_{t}^{x}, \delta_{t}^{u}\right\}_{t=1}^{H}$ as $x_{1}, \ldots, x_{2 H}$. We can see that a monomial on the right-hand side:

$$
\mathbb{E}\left[x_{1}^{\alpha_{1}} \cdots x_{2 H}^{\alpha_{2 H}}\right] \mathbb{E}\left[x_{1}^{\beta_{1}} \cdots x_{2 H}^{\beta_{2 H}}\right]
$$

corresponds to the monomial on the left-hand side:

$$
\mathbb{E}\left[x_{1}^{\alpha_{1}+\beta_{1}} \cdots x_{2 H}^{\alpha_{2 H}+\beta_{2 H}}\right]
$$

The $x_{i}$ are independent zero-mean normal random variables, so the property $\mathbb{E}\left[x_{i}^{\alpha}\right] \mathbb{E}\left[x_{i}^{\beta}\right] \leq \mathbb{E}\left[x_{i}^{\alpha+\beta}\right]$ holds for any non-negative integers $\alpha, \beta$. Combining with the fact that all coefficients are non-negative shows the lemma.

In the following two subsections, we lower bound the two terms on the right-hand side of Eq. (5.16) separately. Note that the first term can be simplified as

$$
\left(\sum_{t=1}^{H} \frac{\epsilon_{t}^{u} x_{t}}{\sigma_{u}^{2}}\right)^{2}=\left(\sum_{t=1}^{H} \frac{\delta_{t}^{u} x_{t}}{\sigma_{u}}\right)^{2}=\frac{1}{\sigma_{u}^{2}}\left(\sum_{t=1}^{H} \delta_{t}^{u} x_{t}\right)^{2} .
$$

5.7.1 Lower bounding $\mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u} x_{t}\right)^{2}\right]$

By the expansion of $x_{t}$ in Eq. (5.7), we have

$$
\begin{aligned}
\mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u} x_{t}\right)^{2}\right] & =\mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u}\left((a+b k)^{t-1} x_{1}+L_{t}\right)\right)^{2}\right] \\
& \geq \mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u}(a+b k)^{t-1} x_{1}\right)^{2}\right]+\mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u} L_{t}\right)^{2}\right]
\end{aligned}
$$

where $L_{t} \triangleq \sum_{\tau=1}^{t-1}(a+b k)^{t-1-\tau}\left(\sigma_{x} \delta_{\tau}^{s}+b \sigma_{u} \delta_{\tau}^{a}\right)$. The first term is equal to

$$
\sum_{t=1}^{H}(a+b k)^{2 t-2} x_{1}^{2}=\frac{1-(a+b k)^{2 H}}{1-(a+b k)^{2}} x_{1}^{2} .
$$

The second term can be further written as

$$
\begin{aligned}
& \mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u} \sum_{\tau=1}^{t-1}(a+b k)^{t-1-\tau}\left(\sigma_{x} \delta_{\tau}^{s}+b \sigma_{u} \delta_{\tau}^{a}\right)\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{t=1}^{H}\left(\delta_{t}^{u}\right)^{2}\left(\sum_{\tau=1}^{t-1}(a+b k)^{t-1-\tau}\left(\sigma_{x} \delta_{\tau}^{s}+b \sigma_{u} \delta_{\tau}^{a}\right)\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{t=1}^{H}\left(\sum_{\tau=1}^{t-1}(a+b k)^{t-1-\tau}\left(\sigma_{x} \delta_{\tau}^{s}+b \sigma_{u} \delta_{\tau}^{a}\right)\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{t=1}^{H} \sum_{\tau=1}^{t-1}(a+b k)^{2 t-2-2 \tau}\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right] \\
& =\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right) \mathbb{E}\left[\sum_{t=1}^{H} \frac{1-(a+b k)^{2 t-2}}{1-(a+b k)^{2}}\right]
\end{aligned}
$$

$$
=\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\left(\frac{H}{1-(a+b k)^{2}}-\frac{1-(a+b k)^{2 H}}{\left(1-(a+b k)^{2}\right)^{2}}\right)
$$

In the above several equalities, we use the independence among $\delta_{t}^{u}, \delta_{t}^{x}$. Combining two terms, we get

$$
\begin{aligned}
\mathbb{E}\left[\left(\sum_{t=1}^{H} \delta_{t}^{u} x_{t}\right)^{2}\right] & \geq \frac{x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)}{1-(a+b k)^{2}}-\frac{(a+b k)^{2 H}}{1-(a+b k)^{2}} x_{1}^{2}-\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right) \frac{1-(a+b k)^{2 H}}{\left(1-(a+b k)^{2}\right)^{2}} \\
& =\left(\frac{1-(a+b k)^{2 H}}{1-(a+b k)^{2}} x_{1}^{2}+\left(H-\frac{1-(a+b k)^{2 H}}{1-(a+b k)^{2}}\right) \frac{\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}}{\left.1-(a+b k)^{2}\right)}\right. \\
& \approx \begin{cases}\frac{x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)}{1-(a+b k)^{2}} & \text { when } H \gg \frac{1}{1-(a+b k)^{2}} \\
H\left(x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right) & \text { when } H \ll \frac{1}{1-(a+b k)^{2}}\end{cases} \\
& \approx \min \left\{H, \frac{1}{1-(a+b k)^{2}}\right\}\left(x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right) \\
& =H^{\prime}\left(x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right) .
\end{aligned}
$$

5.7.2 Lower bounding $\mathbb{E}\left[\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right]$

### 5.7.3

We first lower bound this term by

$$
\begin{aligned}
\mathbb{E}\left[\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right] & \geq \mathbb{E}\left[\sum_{t=1}^{H} r_{t}\right]^{2}=\mathbb{E}\left[\sum_{t=1}^{H} q x_{t}^{2}+r\left(k x_{t}+\sigma_{u} \delta_{t}^{u}\right)^{2}\right]^{2} \\
& =\mathbb{E}\left[\sum_{t=1}^{H}\left(q+r k^{2}\right) x_{t}^{2}+2 r k x_{t} \sigma_{u} \delta_{t}^{u}+r \sigma_{u}^{2} \delta_{t}^{a 2}\right]^{2} \\
& =\left(\left(q+r k^{2}\right) \mathbb{E}\left[\sum_{t=1}^{H} x_{t}^{2}\right]+H r \sigma_{u}^{2}\right)^{2}
\end{aligned}
$$

$$
\begin{aligned}
\mathbb{E}\left[\sum_{t=1}^{H} x_{t}^{2}\right] & =\mathbb{E}\left[\sum_{t=1}^{H}\left((a+b k)^{t-1} x_{1}+L_{t}\right)^{2}\right] \\
& =\mathbb{E}\left[\sum_{t=1}^{H}\left((a+b k)^{2 t-2} x_{1}^{2}+2(a+b k)^{t-1} x_{1} L_{t}+L_{t}^{2}\right)\right] \\
& =\mathbb{E}\left[\sum_{t=1}^{H}(a+b k)^{2 t-2} x_{1}^{2}+\sum_{t=1}^{H}\left(\sum_{\tau=1}^{t-1}(a+b k)^{t-1-\tau}\left(\sigma_{x} \delta_{t}^{x}+b \sigma_{u} \delta_{t}^{u}\right)\right)^{2}\right]
\end{aligned}
$$

(the middle term $\mathbb{E}\left[(a+b k)^{t-1} x_{1} L_{t}\right]$ is zero because $L_{t}$ is a sum of zero-mean RVs )

$$
\begin{aligned}
& =\frac{1-(a+b k)^{2 H}}{1-(a+b k)^{2}} x_{1}^{2}+\mathbb{E}\left[\sum_{t=1}^{H} \sum_{\tau=1}^{t-1}(a+b k)^{2 t-2-2 \tau}\left(\sigma_{2}^{2}+b^{2} \sigma_{u}^{2}\right)\right] \\
& =\frac{1-(a+b k)^{2 H}}{1-(a+b k)^{2}} x_{1}^{2}+\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\left(\frac{H}{1-(a+b k)^{2}}-\frac{1-(a+b k)^{2 H}}{\left(1-(a+b k)^{2}\right)^{2}}\right) \\
& \approx \min \left\{H, \frac{1}{1-(a+b k)^{2}}\right\}\left(x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right) \\
& =H^{\prime}\left(x_{1}^{2}+H\left(\sigma_{x}^{2}+b^{2} \sigma_{u}^{2}\right)\right) .
\end{aligned}
$$

The second-to-last approximation is obtained similarly as in the previous subsection.

### 5.7.4 Combining

Combining the results in previous two subsections, we get the final lower bound on $\mathbb{E}\left[\hat{g}^{2}\right]$ :

$$
\begin{aligned}
\mathbb{E}\left[\hat{g}^{2}\right] & =\mathbb{E}\left[\left(\sum_{t=1}^{H} \frac{\delta_{t}^{u} x_{t}}{\sigma_{u}}\right)^{2}\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right] \geq \mathbb{E}\left[\left(\sum_{t=1}^{H} \frac{\delta_{t}^{u} x_{t}}{\sigma_{u}}\right)^{2}\right] \mathbb{E}\left[\left(\sum_{t=1}^{H} r_{t}\right)^{2}\right] \\
& \geq \Omega\left(c_{1}^{2} c_{2}^{2}\right)
\end{aligned}
$$

where $\left(\right.$ recall $\left.\sigma \triangleq \sigma_{x}+b \sigma_{u}\right)$

$$
\begin{aligned}
& c_{1}=\frac{1}{\sigma_{u}}\left(\left|x_{1}\right|+\sigma \sqrt{H}\right) \sqrt{H^{\prime}}, \\
& c_{2}=r \sigma_{u}^{2} H+\left(q+r k^{2}\right)\left(x_{1}^{2}+\sigma^{2} H\right) H^{\prime} .
\end{aligned}
$$

### 5.8 Discussion

In this chapter, we derived bounds on the variance of the REINFORCE policy gradient estimator in the stochastic linear-quadratic control setting. Our upper bound is fully general, while our lower bound applies to the scalar case at a stationary point. The bounds match with respect to all system parameters except the time horizon $H$ and closed-loop spectral radius $\rho(A+B K)$. We compared our bound prediction to the empirical variance in a variety of experimental settings, finding a close qualitative match in the parameters for which the bounds are tight.

Our experiments in §5.5.1 plotting the empirical convergence rate of REINFORCE suggest that the effect of action noise $\Sigma_{u}$ on the overall RL performance is not fully captured by its effect on the variance. An interesting direction for future work would be to investigate the role of $\Sigma_{u}$ more closely and attempt to disentangle its effect on gradient magnitude, variance, exploration, and regularization. Such an analysis could lead to improved variance reduction methods or algorithms that manipulate $\Sigma_{u}$ to speed up the RL optimization.

## Chapter 6

## Suboptimal Coverings

### 6.1 Introduction

In this chapter, we present work motivated by one of the questions in the discussion of §3.5: How hard is it to represent a good multi-system policy? We propose the $\alpha$-suboptimal covering number to characterize multisystem control problems where the set of dynamical systems and/or cost functions in infinite, analogous to the cardinality of finite system sets. We study suboptimal covering numbers for continuous-time linearquadratic regulator problems (§2.9.2.5) and construct a class of multi-system LQR problems amenable to analysis. For the scalar case, we show logarithmic dependence on the "breadth" of the space. For the matrix case, we present empirical results and intermediate theoretical results towards an equivalent theorem.

In the multi-system control paradigm described in §2.6, we did not specify any particular properties of the set of MDPs $\Phi$. Let us consider the cardinality of the system set, using the example of a mobile robot as motivation. If the system set is finite, like selecting between "map an environment" and "deliver a package", then its size is naturally quantified by the number of systems. If the system set is infinite, like delivering packages with arbitrary mass and inertial properties, then its size is not so easily quantified. Even if $\Phi$ is equipped with a metric or measure, these structures may be only weakly linked to the diversity of behavior required for good performance on all systems.

Most work presented in this chapter was originally published in Preiss and Sukhatme (2021). The efforts towards the matrix case in $\S 6.7$ are new.

Suppose a multi-system policy that maps state and system parameters directly to actions is to be selected from a parameterized family of functions. As the system space expands from a singleton set, we expect to need a more expressive class of functions to represent a good multi-system policy. In this work, we propose the $\alpha$-suboptimal covering number to capture this idea. For a system space $\Phi$ and a suboptimality ratio $\alpha>1$, we define $N_{\alpha}^{\text {cov }}(\Phi)$ as the size of the smallest set of single-system policies $\mathcal{C}$ such that for every $\phi \in \Phi$, at least one $\pi \in \mathcal{C}$ has a cost ratio no greater than $\alpha$ relative to the optimal policy for $\phi$. If the policies in $\mathcal{C}$ are parameterized functions, then $\mathcal{C}$ provides an upper bound on the number of parameters needed to represent an $\alpha$-suboptimal multi-system policy. In switching-based adaptive control, where $\phi$ is unknown, a smaller $\mathcal{C}$ reduces the computational complexity of the controller and can reduce the number of switches per unit of time (Hespanha et al., 2000).

To study suboptimal covering numbers in a concrete setting, we consider continuous-time LQR problems (§2.9.2.5). LQR problems are a common setting to analyze learning algorithms because detailed properties are known (see $\S 5.2$ for examples). This has led to new inquiries into their fundamental properties (Bu et al., 2019b). Our work follows the latter spirit. We construct a family of well-behaved multi-system LQR problems where $\Phi$ is controlled by a "breadth" parameter $\theta \in[1, \infty)$, and for which $N_{\alpha}^{\text {cov }}\left(\Phi_{\theta}\right)$ is finite and increasing in $\theta$. For the special case of a scalar LQR problem, we derive matching logarithmic upper and lower bounds on $N_{\alpha}^{\operatorname{cov}}\left(\Phi_{\theta}\right)$ as a function of $\theta$.

As an effort towards analogous bounds for the matrix case, we present empirical results intended to shed light on the problem structure. For the upper bound, we analyze properties of a logical extension of our scalar cover. For the lower bound, we visualize suboptimal neighborhoods for two choices of "extremal" systems, revealing surprising topological behavior for one choice. Finally, we present some intermediate theoretical tools that may be useful for the matrix case, and more suboptimal neighborhood visualizations for a generalization of our multi-system LQR family to include variations in the state dynamics matrix $A$ as well as the input matrix $B$.

This chapter is an initial step towards a comprehensive theory. In addition to a more complete picture of deterministic LQR systems, ideas of $\alpha$-suboptimal coverings could be applied to a wide range of multisystem problems. We also hope they will lead to insights about function class expressiveness in learningbased multi-system control.

### 6.2 Problem setting

In this section we define $\alpha$-suboptimal covering numbers with respect to an abstract multi-system control problem, independent of distinctions such as continuous vs. discrete time and stochastic vs. deterministic dynamics. We then instantiate these definitions for a particular class of $L Q R$ problems.

Notation We consider a family of MDPs as defined in $\S 2.6$, with state space $\mathcal{X}$, action space $\mathcal{U}$, and system space $\Phi$. We also require a class of reference policies $\Pi_{\text {ref }} \subseteq \mathcal{U}^{\mathcal{X}}$ and a strictly positive objective function $J: \Phi \times \mathcal{U}^{\mathcal{X}} \mapsto \mathbb{R}_{>0}$. The partial application of $J$ for $\phi \in \Phi$ is denoted by $J_{\phi}: \mathcal{U}^{\mathcal{X}} \mapsto \mathbb{R}$. The optimal reference cost for an system is denoted by $J_{\phi}^{\star}=\inf _{\pi \in \Pi_{\text {ref }}} J_{\phi}(\pi)$.

Definition 6.2.1. Consider a multi-system optimal control problem $\left(\mathcal{X}, \mathcal{U}, \Phi, \Pi_{\text {ref }}\right)$ and a suboptimality ratio $\alpha>1$. Given a policy $\pi: \mathcal{X} \mapsto \mathcal{U}$, we define its $\alpha$-suboptimal neighborhood as

$$
\mathscr{N}_{\alpha}(\pi)=\left\{\phi \in \Phi: \frac{J_{\phi}(\pi)}{J_{\phi}^{\star}} \leq \alpha\right\} .
$$

A set of policies $\mathcal{C} \subseteq \mathcal{U}^{\mathcal{X}}$ is an $\alpha$-suboptimal cover of $\Phi$ if

$$
\bigcup_{\pi \in \mathcal{C}} \mathscr{N}_{\alpha}(\pi)=\Phi
$$

(Note that $\mathcal{C}$ need not belong to $\Pi_{\text {ref }}$ - these definitions are still meaningful in the "improper" case.) The $\alpha$-suboptimal covering number of $\Phi$, denoted $N_{\alpha}^{\text {cov }}(\Phi)$, is the size of the smallest finite $\alpha$-suboptimal cover of $\Phi$ if one exists, or $\infty$ otherwise.

Standard LQR problem In this chapter, we analyze suboptimal coverings for continuous-time, deterministic, infinite-horizon, LQR problems, as defined in §2.9.2.5. Whereas in (2.30) the LQR cost was defined for a particular initial state $x(0)$, in this chapter we define the overall policy cost for a stabilizing controller $K \in \mathbb{R}^{m \times n}$ by

$$
\begin{align*}
J(K) & =\underset{x(0) \sim \mathcal{N}(\mathbf{0}, I)}{\mathbb{E}}\left[J_{x(0)}\right]  \tag{6.1}\\
& =\underset{x(0) \sim \mathcal{N}(\mathbf{0}, I)}{\mathbb{E}} \int_{0}^{\infty}\left[x(t)^{\top} Q x(t)+u(t)^{\top} R u(t)\right] \mathrm{d} t,
\end{align*}
$$

in other words the expected cost when the initial state is distributed by a unit Gaussian. With this definition, if $P$ solves the algebraic Riccati equation (2.31) and $K$ is the optimal controller $K=-R^{-1} B^{\top} P$, then $J(K)=\operatorname{tr}[P]$. Furthermore, if $K$ is an arbitrary stabilizing controller, we have (Mohammadi et al., 2019):

$$
\begin{equation*}
J(K)=\operatorname{tr}\left[\left(Q+K^{\top} R K\right) W\right], \tag{6.2}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\int_{0}^{\infty} e^{t(A+B K)^{\top}} e^{t(A+B K)} d t \tag{6.3}
\end{equation*}
$$

$W$ can be computed by solving the Lyapunov equation

$$
(A+B K)^{\top} W+W(A+B K)+I=\mathbf{0} .
$$

Multi-dynamics LQR A fully general formulation of multi-system LQR would allow variations in each of $(A, B, Q, R)$, but this creates redundancy. Any $\operatorname{LQR}$ problem where $Q \succ 0$ is equivalent via change of
coordinates to another LQR problem where $Q=I$ and $R=I$. To reduce redundancy, we consider only multi-dynamics LQR problems where $Q=I_{n \times n}$ and $R=I_{m \times m}$ in this work. The reference policy class is linear: $\Pi_{\mathrm{ref}}=\mathbb{R}^{m \times n}$.

One way to then define a multi-dynamics LQR problem is by a simple product $\Phi=\mathbf{A} \times \mathbf{B}$ for some sets $\mathbf{A} \subseteq \mathbb{R}^{n \times n}$ and $\mathbf{B} \subseteq \mathbb{R}^{n \times m}$. However, it is not obvious how to design $\mathbf{A}$ and $\mathbf{B}$. To support an asymptotic analysis of $N_{\alpha}^{\text {cov }}(\Phi)$, the system space $\Phi$ should have a real-valued "breadth" parameter $\theta$ that sweeps from a single system to sets with arbitrarily large, but finite, covering numbers. Matrix norm balls are a popular representation of dynamics uncertainty in the robust control literature, but they can easily contain uncontrollable pairs, and removing the uncontrollable pairs can lead to an infinite covering number. For example, in the scalar problem

$$
\mathbf{A}=\{a\}, \mathbf{B}=[-\theta, 0) \cup(0, \theta],
$$

where $a \neq 0$, it can be shown that no $\alpha$-suboptimal cover is finite.
These properties are worrying, but the example $\mathbf{B}$ is pathological. The zero crossing is analogous to reversing the direction of force applied by an actuator in a physical system. Allowing $B$ to become arbitrarily close to zero means the system can become arbitrarily close to uncontrollable. A more relevant multi-dynamics problem is variations in mass or actuator strength, whose signs are fixed. We formalize this idea with the following definition.

Definition 6.2.2. Fix $A \in \mathbb{R}^{n \times n}$ and a breadth parameter $\theta \geq 1$. Let $\mathbf{A}=\{A\}$ and let

$$
\mathbf{B}=\left\{U \Sigma V^{\top}: \Sigma \in \boldsymbol{\Sigma}\right\}, \quad \text { where } \quad \boldsymbol{\Sigma}=\left\{\operatorname{diag}(\sigma): \sigma \in\left[\frac{1}{\theta}, 1\right]^{d}\right\} .
$$

The matrices $U \in \mathbb{R}^{n \times d}$ and $V \in \mathbb{R}^{m \times d}$ each have rank $d$, where $0<d \leq \min \{n, m\}$. The tuple ( $A, U, V, \theta$ ) fully defines a multi-system LQR problem in decomposed dynamics form, or DDF problem for brevity.

We will abuse notation and associate $\Phi$ with both $\mathbf{A} \times \mathbf{B}$ and $\boldsymbol{\Sigma}$ when the meaning is clear from context. The continuity of the LQR cost (6.2) with respect to $B$ and the compactness of $\Phi$ for any $\theta$ imply that $N_{\alpha}^{\text {cov }}\left(\Phi_{\theta}\right)$ is always finite. Variations in $A$ are redundant in the scalar case where we focus our theoretical work in this chapter. The definition can be extended to include them in future work.


Figure 6.1: Quadrotor helicopter with position states $x, y, z$, attitude states $\theta, \phi, \psi$, and per-rotor thrust inputs $u_{1}, u_{2}, u_{3}, u_{4}$. The linearized dynamics at hover, subject to variations in mass, geometry, etc., can be expressed in decomposed dynamics form-see $\S 6.2$.

Linearized quadrotor example As an example of a realistic DDF problem, we consider the quadrotor helicopter illustrated in Figure 6.1. Near the hover state, its full nonlinear dynamics are well approximated by a linearization. The state is given by $x=(\mathbf{x}, \mathbf{v}, \mathbf{r}, \boldsymbol{\omega})$, where $\mathbf{x} \in \mathbb{R}^{3}$ is position, $\mathbf{v} \in \mathbb{R}^{3}$ is linear velocity, $\mathbf{r} \in \mathbb{R}^{3}$ is attitude Euler angles, and $\boldsymbol{\omega} \in \mathbb{R}^{3}$ is angular velocity. The inputs $u \in \mathbb{R}_{\geq 0}^{4}$ are the squared angular velocities of the propellers.

Many factors influence the response to inputs, including geometry, mass, moments of inertia, motor properties, and propeller aerodynamics. These can be combined and partially nondimensionalized into
four control authority parameters to form $\phi \in \Phi$. The hover state occurs at $x=\mathbf{0}, u \propto \mathbf{1}$, where the constant input counteracts gravity. The linearized dynamics are given by

$$
\dot{x}=\underbrace{\left[\begin{array}{llll}
\mathbf{0} & I & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & G & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & I \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]}_{A} x+\underbrace{\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} \\
\hat{e}_{z} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & I
\end{array}\right]}_{U} \underbrace{\left[\begin{array}{llll}
\sigma_{z} & & & \\
& \sigma_{\theta} & & \\
& & \sigma_{\phi} & \\
& & & \sigma_{\psi}
\end{array}\right]}_{\Sigma} \underbrace{\left[\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & -1 & -1 & 1 \\
-1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1
\end{array}\right]}_{V^{\top}} u, \quad G=\left[\begin{array}{ccc}
0 & g & 0 \\
-g & 0 & 0 \\
0 & 0 & 0
\end{array}\right],
$$

where $g$ is the gravitational constant and $\hat{e}_{z}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\top}$. The parameters $\left(\sigma_{z}, \sigma_{\theta}, \sigma_{\phi}, \sigma_{\psi}\right)$ denote the thrust, roll, pitch, and yaw authority constants respectively. Since we use the convention $\sigma \in\left[\frac{1}{\theta}, 1\right]$, the maximum value of each constant can be varied by scaling the columns of $U$.

### 6.3 Related work

Suboptimal coverings are closely related to several topics in control theory. Robust control synthesis under parametric uncertainty (Dullerud and Paganini, 2000) can be interpreted as seeking a policy that performs well on all of $\Phi$ without observing the particular $\phi \in \Phi$. Most problem formulations in robust synthesis admit problem instances with no solution; the goal is to find a robust policy if one exists. Gain-scheduled control considers a multi-system setup identical to ours, while adaptive control control adds the complication that $\phi$ is not known to the policy.

Adaptive and gain-scheduled policies of the self-tuning type synthesize a single-system policy after estimating $\phi$, but this relies on the assumption that control synthesis can be computed quickly (Åström and Wittenmark, 2013). In contrast, methods of the multi-model type use a precomputed set of policies (Murray-Smith and Johansen, 1997). All multi-model methods impose some kind of coverage condition on the policy set. In a stable cover, each $\phi \in \Phi$ is stabilized by at least one policy. Researchers often
focus more on the switching rule than the policy set. For example, Fu and Barmish (1986); Stilwell and Rugh (1999); Yoon et al. (2007) non-constructively assert the existence of a finite cover by continuity and compactness arguments. To address the need for small covers, Anderson et al. (2000); McNichols and Fadali (2003); Tan et al. (2004); Fekri et al. (2006); Du et al. (2012) propose constructive algorithms for various classes of $\Phi$, sometimes with arguments for minimality but without bounds on the covering number. Jalali and Golmohammad (2012) bound stability covering numbers in terms of worst-case Vinnicombe metric distances and sensitivity function norms across the system set. The most closely related work to ours is from Fu (1996), who shows a tight bound of $2^{n}$ for the stability covering number of a relatively broad $\Phi$. This result is complementary to ours: suboptimality is a stronger criterion than stability, but our class of $\Phi$ is more restrictive. We are not aware of prior work that bounds covering numbers in a setup based on local suboptimality, as opposed to a single global performance measure.

Multi-system control is also a popular topic in deep learning research, where it is often motivated by ideas of lifelong skill acquisition in robotics. Domain randomization methods follow the spirit of robust control (Peng et al., 2017), but usually optimize for the average case instead of a worst-case guarantee. Many methods where the policy observes $\phi$ use architectural constructs that can only be applied to finite system sets (Yang et al., 2017; Parisotto et al., 2016; Devin et al., 2017). A common approach for infinite system spaces is to treat $\phi$ as a vector input alongside the system state. Yu et al. (2017) and Chen et al. (2018) use this approach for dynamics parameters; Schaul et al. (2015) use it for navigation goals. There is evidence that policy class influences these methods: in a recent benchmark (Yu et al., 2019), the concatenated-input architecture that supports infinite system spaces trails the multi-head architecture that only supports finite system spaces. Other investigations into the difficulty of learning policies for multi-system control include methods to condition the multi-system optimization landscape (Yu et al., 2020) or balance disparate cost ranges (van Hasselt et al., 2016).

### 6.4 Theoretical results

In this section we show logarithmic upper and lower bounds on the growth of $N_{\alpha}^{\text {cov }}\left(\Phi_{\theta}\right)$ in $\theta$ for scalar DDF problems. We present several intermediate results in matrix form because they are needed for our empirical results later. We begin with a key lemma in the framework of guaranteed cost control (GCC) from Petersen and McFarlane (1994), simplified for our use case.

Lemma 6.4.1 (GCC synthesis, Petersen and McFarlane (1994)). Given the multi-system LQR problem defined by $\mathbf{A}=\{A\}, \mathbf{B}=\left\{B_{1} \Delta+B_{2}:\|\Delta\| \leq 1\right\}$, where $B_{1}, B_{2} \in \mathbb{R}^{m \times p}$ are arbitrary for arbitrary $p$, and the state cost matrix is $Q \succ \mathbf{0}$, if there exists $\tau>0$ such that $P \succ \mathbf{0}$ solves the Riccati equation

$$
\begin{equation*}
A^{\top} P+P A+P\left(\frac{1}{\tau} B_{1} B_{1}^{\top}-\frac{1}{1+\tau} B_{2} B_{2}^{\top}\right) P+Q=\mathbf{0} \tag{6.4}
\end{equation*}
$$

then the controller

$$
K=-\frac{1}{1+\tau} B_{2}^{\top} P
$$

has cost $J_{B}(K) \leq \operatorname{tr}(P)$ for all $B \in \mathbf{B}$. Also, $\operatorname{tr}(P)$ is a convex function of $\tau$.

We use the notation $P, \tau, K=\operatorname{GCC}\left(A, B_{1}, B_{2}, Q\right)$ to indicate that $P, \tau$ solve (6.4) and $K$ is the corresponding controller. It is straightforward to show that any DDF problem can be expressed in the form required by Lemma 6.4.1 with additional constraints on $\Delta$.

In the original presentation, Petersen and McFarlane (1994) treat $B_{1}$ as given, so they accept that (6.4) may have no solution. (For example, any time $B_{2}=\mathbf{0}$ and $A$ has unstable eigenvalues, due to uncontrollability.) Our application requires constructing values of $B_{1}, B_{2}$ that guarantee a solution, motivating the following lemma. We abbreviate the reference text Lancaster and Rodman (1995) as Lan95.

Lemma 6.4.2 (existence of $\alpha$-suboptimal GCC). For the $\operatorname{DDF} \operatorname{problem}(A, U, V, \theta)$, if $B \in \mathbf{B}$ and $\alpha>1$, then there exists $\tau>0$ such that the GCC Riccati equation (6.4) with $B_{1}=\tau B$ and $B_{2}=B$ has a solution $(P, \tau)$ satisfying $\operatorname{tr}[P] \leq \alpha J_{B}^{\star}$.

Proof. For this proof, it will be more convenient to write the algebraic Riccati equation as

$$
\begin{equation*}
A^{\top} P+P A-P D P+Q=\mathbf{0} \tag{6.5}
\end{equation*}
$$

where $D \succeq \mathbf{0}$. Let $\mathcal{D}=\{D \succeq \mathbf{0}:(A, D)$ is controllable $\}$. Controllability of $(A, B)$ implies that $B B^{\top} \in \mathcal{D}$ (Lan95, Corollary 4.1.3). Let Ric ${ }_{+}$denote the map from $\mathcal{D}$ to the maximal solution of (6.5), which is continuous (Lan95, Theorem 11.2.1), and let

$$
\mathcal{D}_{\alpha}=\left\{D \in \mathcal{D}: \operatorname{tr}\left[\operatorname{Ric}_{+}(D)\right]<\alpha J_{B}^{\star}\right\} .
$$

The set $\mathcal{D}_{\alpha}$ is open in $\mathcal{D}$ by continuity and is nonempty because it contains $B B^{\top}$. Now define $B_{1}(\tau)=\tau B$ for $\tau \in\left(0, \frac{1}{2}\right)$. The equivalent of $D$ in the GCC Riccati equation (6.4) becomes

$$
D(\tau)=-\frac{1}{\tau} B_{1}(\tau) B_{1}(\tau)^{\top}+\frac{1}{1+\tau} B_{2} B_{2}^{\top}=\frac{1-\tau-\tau^{2}}{1+\tau} B B^{\top} .
$$

As a positive multiple of $B B^{\top}$, we know $D(\tau) \in \mathcal{D}$, and because $\lim _{\tau \rightarrow 0} D(\tau)=B B^{\top}$, the set of $\tau$ for which $D(\tau) \in \mathcal{D}_{\alpha}$ is nonempty. Any such $\tau$ and $B_{1}(\tau)$ provide a solution.

Finally, the following comparison result will be useful in several places.

Lemma 6.4.3 (ARE comparison lemma). Given two algebraic Riccati equations

$$
A^{\top} P+P A-P B B^{\top} P+Q=\mathbf{0} \quad \text { and } \quad \tilde{A}^{\top} P+P \tilde{A}-P \tilde{B} \tilde{B}^{\top} P+\tilde{Q}=\mathbf{0},
$$

with maximal solutions $P$ and $\tilde{P}$, let $X=\left[\begin{array}{cc}Q & A^{\top} \\ A & -B B^{\top}\end{array}\right]$ and $\tilde{X}=\left[\begin{array}{cc}\tilde{Q} & \tilde{A}^{\top} \\ \tilde{A} & -\tilde{B} \tilde{B}^{\top}\end{array}\right]$. If $X \succeq \tilde{X}$, then $P \succeq \tilde{P}$.
Proof. Lan95, Corollary 9.1.6.

### 6.4.1 Scalar upper bound

We are now ready to bound the covering number for scalar systems. The first lemma bounding $J_{a, b}^{\star}$ will be useful for the lower bound also. We then construct a cover inductively.

Lemma 6.4.4. In a scalar $L Q R$ problem, if $a>0$ and $0<b \leq 1$, then the optimal scalar $L Q R$ cost satisfies the bounds

$$
\frac{2 a}{b^{2}}<J_{a, b}^{\star}<\frac{2 a+1}{b^{2}} .
$$

Proof. The closed-form solution for the scalar Riccati equation is

$$
J_{a, b}^{\star}=\frac{a+\sqrt{a^{2}+b^{2}}}{b^{2}} .
$$

The lower bound is immediately visible. The upper bound follows from observing that $a^{2}+b^{2} \leq(a+1)^{2}$.

Lemma 6.4.5. If $p, \tau, k=\operatorname{GCC}\left(a, b_{1}, b_{2}, q\right)$, then for any $\beta \in(0,1)$, there exists $k^{\prime} \in \mathbb{R}$ such that

$$
\beta^{-2} p, \tau, k^{\prime}=\operatorname{GCC}\left(a, \beta b_{1}, \beta b_{2}, \beta^{-2} q\right) .
$$

Proof. In the scalar system, the GCC matrix Riccati equation (6.4) reduces to the quadratic equation

$$
\begin{equation*}
\left(\frac{1}{\tau} b_{1}^{2}-\frac{1}{1+\tau} b_{2}^{2}\right) p^{2}+2 a p+q=0 . \tag{6.6}
\end{equation*}
$$

Substituting $p^{\prime}=\beta^{-2} p$ into (6.6) and multiplying by $\beta^{-2}$ yields a new instance of (6.6) with the parameters $b_{1}^{\prime}=\beta b_{1}, b_{2}^{\prime}=\beta b_{2}, q^{\prime}=\beta^{-2} q$, for which $p^{\prime}$ is a solution with $\tau$ unchanged.

Theorem 6.4.6. For the scalar DDF problem defined by $\mathbf{A}=\{a\}$, where $a>0$, and $\mathbf{B}=\left[\frac{1}{\theta}, 1\right]$, if $\alpha \geq \frac{2 a+1}{2 a}$, then $N_{\alpha}^{\mathrm{cov}}(\mathbf{B})=O(\log \theta)$.

Proof. We construct a cover from the upper end of B. By Lemma 6.4.4, the condition $\alpha \geq \frac{2 a+1}{2 a}$ implies that $J_{b=1}^{\star}<\alpha 2 a<\alpha J_{b=1}^{\star}$. Therefore, by Lemmas 6.4.1 and 6.4.2, there exists $\beta \in(0,1)$ and $p, \tau, k$ such that

$$
p, \tau, k=\operatorname{GCC}\left(a, \frac{1-\beta}{2}, \frac{1+\beta}{2}, 1\right)
$$

and $p \leq \alpha 2 a$. Proceeding inductively, suppose that for $N \geq 1$, we have covered $\left[\beta^{N}, 1\right]$ by the intervals $\mathbf{B}_{n}=\left[\beta^{n+1}, \beta^{n}\right]$ for $n \in\{0, \ldots, N-1\}$, and each $\mathbf{B}_{n}$ has a controller $k_{n}$ such that

$$
\beta^{-2 n} p, \tau, k_{n}=\operatorname{GCC}\left(a, \frac{\beta^{n}-\beta^{n+1}}{2}, \frac{\beta^{n}+\beta^{n+1}}{2}, \beta^{-2 n}\right) .
$$

Then the existence of the desired $\mathbf{B}_{N}, k_{N}$ follows immediately from Lemma 6.4.5.
By Lemma 6.4.3, for each $\mathbf{B}_{n}$ the GCC state cost $q_{n}=\beta^{-2 n} \geq 1$ is an upper bound on the cost if we replace $q_{n}$ with 1 to match the DDF problem. Therefore, for each interval $\mathbf{B}_{n}$, for all $b \in \mathbf{B}_{n}$,

$$
\alpha J_{b}^{\star} \geq \alpha J_{\beta^{n}}^{\star}>\beta^{-2 n} \alpha 2 a \geq \beta^{-2 n} p \geq J_{b}\left(k_{n}\right),
$$

where first inequality is due to Lemma 6.4.3, the second is due to Lemma 6.4.4, the third is by construction of $p$, and last is due to the GCC guarantee of $k_{n}$. Hence, $\mathbf{B}_{n} \subseteq \mathscr{N}_{\alpha}\left(k_{n}\right)$. We cover the full $\mathbf{B}$ when $\beta^{N} \leq \frac{1}{\theta}$, which is satisfied by $N \geq-\log \theta / \log \beta$.

### 6.4.2 Scalar lower bound

For the matching lower bound, we begin by deriving a simplified overestimate of $\mathscr{N}_{\alpha}(k)$. We then show that the true $\mathscr{N}_{\alpha}(k)$ is still a closed interval moving monotonically with $k$. Finally, we argue that the gaps between consecutive elements of a cover grow at most geometrically, while the range of $k$ values in a cover must grow linearly with $\theta$.

Lemma 6.4.7. For a scalar $D D F$ problem with $a \geq 1, \mathbf{B}=\left[\frac{1}{\theta}, 1\right]$, for any $k<0$, if $\alpha \geq 3 / 2$, then $\mathscr{N}_{\alpha}(k) \subseteq \frac{1}{|k|}\left[c_{1}-c_{2}, c_{1}+c_{2}\right]$, where $c_{1}$ and $c_{2}$ are constants depending on $\alpha$ and $a$.

Proof. Beginning with the closed-form solution for $J_{b}(k)$, which can be derived from (6.2), we define

$$
\begin{equation*}
J_{b}(k)=\frac{1+k^{2}}{-2(a+b k)} \geq \frac{k^{2}}{-2(a+b k)} \triangleq \underline{J_{b}}(k) \tag{6.7}
\end{equation*}
$$

By Lemma 6.4.4, we have

$$
J_{b}^{\star}<\frac{3 a}{b^{2}} \triangleq \overline{J_{b}^{\star}}
$$

so $\tilde{r}=\underline{J_{b}}(k) / \overline{J_{b}^{\star}}$ is a lower bound on the suboptimality of $k$. Computing $\partial^{2} \tilde{r} / \partial b^{2}$ shows that $\tilde{r}$ is strictly convex in $b$ on the domain $a+b k<0$, so the $\alpha$-sublevel set of $\tilde{r}$ is the closed interval with boundaries where $\tilde{r}=\alpha$. This equation is quadratic in $b$ with the solutions

$$
b=-\frac{a\left(3 \alpha \pm \sqrt{9 \alpha^{2}-6 \alpha}\right)}{k}
$$

The resulting interval contains $\mathscr{N}_{\alpha}(k)$.

Lemma 6.4.8. For a scalar DDF problem, if $\alpha>1$ and $k<-1$, then $\mathscr{N}_{\alpha}(k)$ is either empty or a closed interval $\left[b_{1}, b_{2}\right]$, with $b_{1}$ and $b_{2}$ positive and nondecreasing in $k$.

Proof. The result follows from the quasiconvexity of both the suboptimality ratio $J_{b}(k) / J_{b}^{\star}$ and the cost $J_{b}(k)$. Showing these requires some tedious calculations and is deferred to §6.6.

Theorem 6.4.9. For a scalar DDF problem defined by $a=1$ and $\mathbf{B}=\left[\frac{1}{\theta}, 1\right]$, if $\alpha \geq 3 / 2$, then $N_{\alpha}^{\mathrm{cov}}(\mathbf{B})=\Omega(\log \theta)$.

Proof. From the closed-form solution

$$
k_{a, b}^{\star}=-\frac{a+\sqrt{a^{2}+b^{2}}}{b}
$$

we observe that $k_{b}^{\star}<-1$ for all $b \in \mathbf{B}$. This, along with the quasiconvexity of $J_{b}(k)$ in $k$, implies that there exists a minimal $\alpha$-suboptimal cover $\mathcal{C}$ for which all $k_{i}<-1$. Suppose $\mathcal{C}=k_{1}, \ldots, k_{N}$ is such a cover, ordered such that $k_{i}<k_{i+1}$. Then by Lemma 6.4.8, $\mathscr{N}_{\alpha}\left(k_{i}\right)$ and $\mathscr{N}_{\alpha}\left(k_{i+1}\right)$ must intersect, so their overestimates according to Lemma 6.4.7 certainly intersect, therefore satisfying

$$
\frac{c_{1}+c_{2}}{-k_{i+1}} \geq \frac{c_{1}-c_{2}}{-k_{i}} \Longrightarrow \frac{k_{i+1}}{k_{i}} \leq \frac{c_{1}+c_{2}}{c_{1}-c_{2}} \Longrightarrow \frac{k_{N}}{k_{1}} \leq\left(\frac{c_{1}+c_{2}}{c_{1}-c_{2}}\right)^{N-1} .
$$

By Lemma 6.4.7, to cover $b=1$ controller $k_{1}$ must satisfy $k_{1} \geq-\left(c_{1}+c_{2}\right)$, and to cover $b=\frac{1}{\theta}$, controller $k_{N}$ must satisfy $k_{N} \leq-\theta\left(c_{1}-c_{2}\right)$. Along with the previous result, this implies

$$
\left(\frac{c_{1}+c_{2}}{c_{1}-c_{2}}\right)^{N-1} \geq \theta \frac{c_{1}-c_{2}}{c_{1}+c_{2}} \Longrightarrow N \geq \frac{\log \theta}{\log \frac{c_{1}+c_{2}}{c_{1}-c_{2}}} .
$$

Recalling that $c_{1}$ and $c_{2}$ only depend on $a$ and $\alpha$, the $\Omega(\log \theta)$ dependence on $\theta$ is established.

## Remarks

- For the upper bound, it may be possible to compute or bound $\beta$ in the scalar case as a function of $a$ and $\alpha$, but the analogous result will likely be harder to obtain in the matrix case.
- These results impose a lower bounds on $\alpha$ greater than 1 . We believe this is a mild condition in control applications: if the application demands a suboptimality ratio very close to 1 , then the size of the suboptimal cover is likely to become impractical for storage. However, further theoretical results building upon suboptimal coverings may require eliminating the bound.


### 6.5 Empirical results

For matrix DDF problems, we present empirical results as a first step towards covering number bounds. The proof technique of $\S 6.4$ is not easily extended to the $d>1$ case. We discuss the difficulties and our intermediate results further in §6.7. In this section, we empirically validate a possible cover construction and use visualization better understand the topological and geometric properties of suboptimal neighborhoods when $d>1$.

### 6.5.1 Geometric grid construction for upper bounds

We begin by testing a cover construction. If the construction fails to achieve a conjectured upper bound in a numerical experiment, then either the conjecture is false, or the construction is not efficient. A natural idea is to extend the geometrically spaced sequence of $b$ values from Lemma 6.4.4 to multiple dimensions. We now make this notion, illustrated in Figure 6.2, precise.


Figure 6.2: Illustration of geometric grid partition (Definition 6.5.1).

Definition 6.5.1 (Geometric grid partition). Given a DDF problem with $\boldsymbol{\Sigma}=\left[\frac{1}{\theta}, 1\right]^{d}$, and a grid pitch $k \in \mathbb{N}_{+}$, select $s_{1}, \ldots, s_{k+1}$ such that $s_{1}=\frac{1}{\theta}, s_{k+1}=1$, and $\frac{s_{i+1}}{s_{i}}>0$ is constant. For each $j \in\{1, \ldots, k\}^{d}$, define the grid cell $\boldsymbol{\Sigma}(j)=\prod_{i=1}^{d}\left[s_{j(i)}, s_{j(i)+1}\right]$, where $j(i)$ is the $i^{\text {th }}$ component of $j$. The cells satisfy $\boldsymbol{\Sigma}=\bigcup_{j \in\{1, \ldots, k\}^{d}} \boldsymbol{\Sigma}(j)$, thus forming an partition (up to boundaries) of $\boldsymbol{\Sigma}$ into $k^{d}$ cells.

### 6.5.1.1 Empirical upper bound on $N_{\alpha}^{\operatorname{cov}}(\Phi)$.



Figure 6.3: Empirical upper bound on grid pitch $k$ needed to construct geometric grid covering of linearized quadrotor using GCC synthesis.

In this experiment, we construct 2-suboptimal covers of the linearized quadrotor for varying $\theta$ using geometric grids. We begin with the guess $k=1$. For each grid cell $\boldsymbol{\Sigma}(j)$, we compute a controller $K(j)$ using GCC synthesis and check if $\boldsymbol{\Sigma}(j) \subseteq \mathscr{N}_{2}(K(j))$. (This requires evaluating only one Lyapunov equation due to Lemma 6.4.3.) If not, we increment $k$ and try again. Termination is guaranteed by continuity. Results for this experiment with $\theta \in[1,100]$ are shown in Figure 6.3. The required grid pitch $k$ follows roughly logarithmic growth, as indicated by the linear least-squares best-fit curve in black. Small values of $\theta$ are excluded from the fit (indicated by black markers), as we do not expect the asymptotic behavior to appear yet.

These results do not rule out the $\log (\theta)^{d}$ growth suggested by the geometric grid construction. Testing larger values of $\theta$ is computationally difficult because the number of grid cells becomes huge and the GCC Riccati equation (6.4) becomes numerically unstable for very small $\Sigma$.

### 6.5.1.2 Efficiency of geometric grid partition.



Figure 6.4: Suboptimality ratios for corner cells in geometric grid covering of linearized quadrotor.

Given an $\alpha$-suboptimal geometric grid cover, we examine a measurable quantity that may reflect the "efficiency" of the cover. Intuitively, in a good cover we expect the worst-case suboptimality ratio of each controller $K(j)$ relative to its grid cell $\boldsymbol{\Sigma}(j)$ to be close to $\alpha$. If it close to $\alpha$ for some cells but significantly less than $\alpha$ for others, then the grid pitch around the latter cells is finer than necessary. We visualize results for this computation on the linearized quadrotor with $\theta=10, k=4$ in Figure 6.4 only the corners of the $4 \times 4 \times 4 \times 4$ grid are shown. The suboptimality ratio is close to $\alpha=2$ for cells with low control authority (near $\Sigma=\frac{1}{\theta} I$ ), but drops to around 1.4 for cells with high control authority (near $\Sigma=I$ ). The difference suggests that the geometric grid cover could be more efficient in the high-authority regime.

### 6.5.1.3 Efficiency of GCC synthesis.

One possible source of the conservativeness of GCC in the high-authority regime is that Lemma 6.4.1 applies to the affine image of a $m \times n$-dimensional matrix norm ball, but we only require guaranteed


Figure 6.5: $\alpha$-suboptimal neighborhoods for geometric grid partition in 2D system. Top: minimum coupling; $A=I$. Bottom: maximum coupling; $A=\frac{1}{n} 1$. Columns: varying suboptimality threshold $\alpha$. All axes are logarithmic. Colors have no meaning. Discussion in $\S$ 6.5.2.
cost on a $d$-dimensional affine subspace of matrices. In other words, we ask GCC synthesis to ensure $\alpha$-suboptimality on systems that are not actually part of $\Phi$. If this is negatively affecting the result, then we should observe that the worst-case cost of $K(j)$ on $\boldsymbol{\Sigma}(j)$ is less than the trace of the solution $P$ for the GCC Riccati equation (6.4). The worst-case cost always occurs at the minimal $\Sigma \in \boldsymbol{\Sigma}(j)$ by Lemma 6.4.3; we evaluate it with (6.2). For the quadrotor, a mismatch sometimes occurs for smaller values of $\theta$, but it does not occur for the large values of $\theta$.

### 6.5.2 Suboptimal neighborhood visualizations

We now present intuition-building experiments towards a covering number lower bound for matrix DDF problems. A lower bound requires a class of DDF problem that can be instantiated for any dimensionality d. Two "extremal" systems come to mind: minimum coupling, where $A=I$, and maximum coupling, where $A=\frac{1}{n} 1$. Note that for minimum coupling, an $\alpha$-suboptimal policy is not necessarily $\alpha$-suboptimal on each scalar subsystem - if it were, the lower bound $\log (\theta)^{d}$ would trivially follow from the results in §6.4.


Figure 6.6: $\alpha$-suboptimal neighborhoods for the three-dimensional decomposed dynamics system with minimal coupling ( $A=U=V^{\top}=I_{3 \times 3}$ ) and breadth $\theta=100$. Neighborhoods shown for $\alpha$ ranging from 1.04 to 1.2 with a fixed controller.

We show approximate suboptimal neighborhoods for a two-dimensional system in Figure 6.5. We select a geometric grid of $\Sigma$ values (indicated by the circular markers) and synthesize their LQR-optimal controllers. Then, we evaluate the suboptimality ratio of each controller on a finer grid of $\Sigma$ values to get approximate neighborhoods, indicated by the semi-transparent regions. We repeat this experiment with three values of $\alpha$ for both choices of $A$.

Interestingly, the neighborhoods for $A=I$ are not always connected. In the plot for $\alpha=1.05$ (far left), the neighborhood for the minimal $\Sigma$ has another component that overlaps other neighborhoods to its top and right. If we increase to $\alpha=1.1$, the components join into an "L"-shaped region. In contrast, the neighborhoods for $A=\frac{1}{n} 1$ seem more well-behaved. For both choices of $A$, the neighborhoods are of comparable size.

To verify that this behavior is not an artifact of the two-dimensional case only, we repeat the experiment in three dimensions. Figure 6.6 shows neighborhoods of one controller $K=K_{(2 / \theta) I}^{\star}$ for $\alpha$ ranging from 1.04 to 1.2 . As $\alpha$ grows, $\mathscr{N}_{\alpha}(K)$ shows similar topological phases as the 2D case. In the simplyconnected phase (large $\alpha$ ), the neighborhood appears to include any $\Sigma$ where at least one $\sigma_{i}$ is sufficiently small. If this property holds in higher dimensions, then it would be possible to construct a cover using only controllers of uniform gain in all dimensions for large $\alpha$.

### 6.6 Proof of Lemma 6.4.8

We first present some supporting material. The following facts about scalar $L Q R$ problems can be derived from the LQR Riccati equation and some calculus (not shown).

Lemma 6.6.1. For the scalar LQR problem with $a>0, b>0$ and $q=r=1$, the optimal linear controller $k_{a, b}^{\star}$ is given by the closed-form expression

$$
k_{a, b}^{\star}=\min _{k \in \mathbb{R}} J_{a, b}(k)=\min _{k \in \mathbb{R}} \frac{1+k^{2}}{-2(a+b k)}=-\frac{a+\sqrt{a^{2}+b^{2}}}{b} .
$$

For fixed $a$, the map from $b$ to $k_{a, b}^{\star}$ is continuous and strictly increasing on the domain $b \in(0, \infty)$ and has the range $(-\infty,-1)$. For any $k \in(-\infty,-1)$, there exists a unique $b_{k} \in(-\infty,-1)$ for which $k=k_{a, b_{k}}^{\star}$, given by

$$
b_{k}=\frac{2 a k}{1-k^{2}} .
$$

We now recall the statement of the lemma.

Lemma 6.4.8. For a scalar DDF problem, if $\alpha>1$ and $k<-1$, then $\mathscr{N}_{\alpha}(k)$ is either empty or a closed interval $\left[b_{1}, b_{2}\right]$, with $b_{1}$ and $b_{2}$ positive and nondecreasing in $k$.

Instead of a monolithic proof, we present supporting material in Lemmas 6.6.2 and 6.6.3. We then show the main result in Lemma 6.6.4, which considers $\alpha$-suboptimal neighborhoods on all of $\mathbb{R}$ instead of restricted to B. Lemma 6.4 .8 will follow as a corollary.

We proceed with more setup. Recall that the scalar DDF problem is defined by $\mathbf{A}=\{a\}$ and $\mathbf{B}=\left[\frac{1}{\theta}, 1\right]$, where $a>0$. For this section, let

$$
\mathcal{D}=\{(b, k) \in(0, \infty) \times \mathbb{R}: a+b k<0\}
$$

(note that $\left.J_{b}(k)<\infty \Longleftrightarrow a+b k<0\right)$. Denote its projections by $\mathcal{D}^{b}(k)=\{b:(b, k) \in \mathcal{D}\}$ and $\mathcal{D}^{k}(b)=\{k:(b, k) \in \mathcal{D}\}$. We compute the suboptimality ratio $r: \mathcal{D} \mapsto \mathbb{R}$ by

$$
r(b, k)=\frac{J_{b}(k)}{J_{b}^{\star}}=\frac{1+k^{2}}{-2(a+b k)} / \frac{a+\sqrt{a^{2}+b^{2}}}{b^{2}}=\frac{\left(1+k^{2}\right) b^{2}}{-2(a+b k)\left(a+\sqrt{a^{2}+b^{2}}\right)} .
$$

We denote its sublevel sets with respect to $b$ for fixed $k$ by

$$
\mathcal{D}_{\alpha}^{b}(k)=\left\{b \in \mathcal{D}^{b}(k): r(b, k) \leq \alpha\right\} .
$$

Lemma 6.6.2. For fixed $k<0$, the ratio $r(b, k)$ is quasiconvex on $\mathcal{D}_{k}^{b}$, and there is at most one $b \in \mathcal{D}_{k}^{b}$ at which $\partial r / \partial b=0$.

Proof. By inspection, $r(b, k)$ is smooth on $\mathcal{D}^{b}$. We now show that the second-order condition of Lemma 2.4.4(b) holds. To solve $\partial r / \partial b=0$ for $b$, we multiply $\partial r / \partial b$ (not shown due to length) by the strictly positive factor

$$
\frac{2(a+b k)^{2}\left(a+\sqrt{a^{2}+b^{2}}\right)^{2} \sqrt{a^{2}+b^{2}}}{a b\left(k^{2}+1\right)}
$$

and set the result equal to zero to get the equation

$$
2 a^{2}+a b k+b^{2}=(-2 a-b k) \sqrt{a^{2}+b^{2}} .
$$

Squaring both sides (which may introduce spurious solutions) and collecting terms yields the equation $-2 a k-b k^{2}+b=0$, with the solution $b=\frac{2 a k}{1-k^{2}}$. This is the expression for $b_{k}$ from Lemma 6.6.1. Note that it is only positive for $k<-1$. If $k \in[-1,0)$, then there are no stationary points in $\mathcal{D}_{k}^{b}$. Otherwise, substitution into $\partial r / \partial b$ confirms that this solution is not spurious, so it is the only stationary point of $r$
with respect to $b$. We now must check the second-order condition for $k<-1$. Evaluating $\partial^{2} r / \partial b^{2}$ (not shown due to length) and multiplying by the strictly positive factor

$$
-\frac{\left(a+\sqrt{a^{2}+b^{2}}\right)(2 a+2 b k)}{k^{2}+1},
$$

we have

$$
\begin{gathered}
\operatorname{sign}\left(\frac{\partial^{2} r}{\partial b^{2}}\right)=\operatorname{sign}\left(\frac{b^{4}}{\left(a+\sqrt{a^{2}+b^{2}}\right)\left(a^{2}+b^{2}\right)^{\frac{3}{2}}}+\frac{2 b^{4}}{\left(a+\sqrt{a^{2}+b^{2}}\right)^{2}\left(a^{2}+b^{2}\right)}+\right. \\
\left.\frac{2 b^{3} k}{(a+b k)\left(a+\sqrt{a^{2}+b^{2}}\right) \sqrt{a^{2}+b^{2}}}+\frac{2 b^{2} k^{2}}{(a+b k)^{2}}-\frac{5 b^{2}}{\left(a+\sqrt{a^{2}+b^{2}}\right) \sqrt{a^{2}+b^{2}}}-\frac{4 b k}{a+b k}+2\right) .
\end{gathered}
$$

Evaluating at the stationary point $b_{k}$, this reduces to

$$
\begin{equation*}
\left.\operatorname{sign}\left(\frac{\partial^{2} r}{\partial b^{2}}\right)\right|_{b_{k}, k}=\operatorname{sign}\left(\frac{2 k^{2}(k-1)^{2}(k+1)^{2}}{\left(k^{2}+1\right)^{3}}\right) \tag{6.8}
\end{equation*}
$$

Recalling that $k<-1$, the sign is positive. The conclusion follows from Lemma 2.4.4(b).

Lemma 6.6.3. For fixed $b$, the cost $J_{b}(k)$ is quasiconvex on $\mathcal{D}^{k}(b)$. Also, $J_{b}(k)$ is not monotonic, so case 3. of Lemma 2.4.4(a) applies.

Proof. We have

$$
J_{b}(k)=\frac{1+k^{2}}{-2(a+b k)} .
$$

The numerator is nonnegative and convex on $k \in \mathbb{R}$. The denominator is linear (hence concave) and positive on $\mathcal{D}^{k}(b)$. Quasiconvexity follows from Lemma 2.4.4(c). Nonmonotonicity follows from the fact that $J_{b}(k)$ is smooth on $\mathcal{D}^{k}(b)$ and has a unique optimum at $k_{b}^{\star}$, which is not on the boundary of $\mathcal{D}^{k}(b)$.

We now combine these into the main result.

Lemma 6.6.4. For a scalar DDF problem, if $\alpha>1$ and $k<-1$, then $\mathcal{D}_{\alpha}^{b}(k)$ is either: a bounded closed interval $\left[b_{1}, b_{2}\right]$, with $b_{1}$ and $b_{2}$ increasing in $k$, or a half-bounded closed interval $\left[b_{1}, \infty\right)$, with $b_{1}$ increasing in $k$.

Proof. By Lemma 6.6.2, due to quasiconvexity $\mathcal{D}_{\alpha}^{b}$ is convex. The only convex sets on $\mathbb{R}$ are the empty set and all types of intervals: open, closed, and half-open. We know $\mathcal{D}_{\alpha}^{b}$ is not empty because it contains $b_{k}$. We can further assert that $\mathcal{D}_{\alpha}^{b}$ has a closed lower bound because $\lim _{b \rightarrow(-a / k)} r(b, k)=\infty$ (see Boyd and Vandenberghe (2004, §A.3.3) for details). However, the upper bound may be closed or infinite. We handle the two cases separately.

Bounded case. Fix $k_{0}<-1$. Suppose $\mathcal{D}_{\alpha}^{b}\left(k_{0}\right)=\left[b_{1}, b_{2}\right]$ for $0<b_{1}<b_{2}<\infty$. By the implicit function theorem (IFT), at any $\left(b_{0}, k_{0}\right)$ satisfying $r\left(b_{0}, k_{0}\right)=\alpha$, if $\partial r /\left.\partial b\right|_{b_{0}, k_{0}} \neq 0$ then there exists an open neighborhood around $\left(b_{0}, k_{0}\right)$ for which the solution to $r(b, k)=\alpha$ can be expressed as $(g(k), k)$, where $g$ is a continuous function of $k$ and

$$
\left.\frac{\partial g(k)}{\partial k}\right|_{k_{0}}=-\left.\left(\frac{\partial r}{\partial b}\right)^{-1} \frac{\partial r}{\partial k}\right|_{b_{0}, k_{0}}
$$

By the continuity and quasiconvexity of $r$, and the fact that $\partial r / \partial b=0$ only at $b_{k}$ (Lemma 6.6.2) we know that $r\left(b_{1}, k_{0}\right)=r\left(b_{2}, k_{0}\right)=\alpha$ and

$$
\left.\frac{\partial r}{\partial b}\right|_{b_{1}, k_{0}}<0 \quad \text { and }\left.\quad \frac{\partial r}{\partial b}\right|_{b_{2}, k_{0}}>0
$$

By Lemma 6.6.1, since $k<-1$ there exists $b_{k}>0$ satisfying $k=k_{b_{k}}^{\star}$. Since $r\left(b_{k}, k\right)=1$ and $\alpha>1$, we know $b_{k_{0}} \in\left(b_{1}, b_{2}\right)$. Again by Lemma 6.6.1, the map from $b$ to $k_{b}^{\star}$ is increasing in $b$.

Therefore, $k_{b_{1}}^{\star}<k_{0}<k_{b_{2}}^{\star}$. By the quasiconvexity and nonmonotonicity of $J_{b}(k)$ from Lemma 6.6.3, via Lemma 2.4.4(a) we have

$$
\left.\frac{\partial r}{\partial k}\right|_{b_{1}, k_{0}} \geq 0 \quad \text { and }\left.\quad \frac{\partial r}{\partial k}\right|_{b_{2}, k_{0}} \leq 0
$$

Therefore, the functions $g_{1}, g_{2}$ satisfying the conclusion of the IFT in the neighborhoods around $\left(b_{1}, k_{0}\right)$ and $\left(b_{2}, k_{0}\right)$ respectively also satisfy

$$
\left.\frac{\partial g_{1}(k)}{\partial k}\right|_{b_{1}, k_{0}} \geq 0 \quad \text { and }\left.\quad \frac{\partial g_{2}(k)}{\partial k}\right|_{b_{2}, k_{0}} \geq 0
$$

Therefore, $b_{1}$ and $b_{2}$ are locally nondecreasing in $k$.

Unbounded case. Suppose $\mathcal{D}_{\alpha}^{b}(k)=\left[b_{1}, \infty\right)$ for $b_{1}<\infty$. By the same IFT argument as in the bounded case, $b_{1}$ is increasing in $k$. By the quasiconvexity of $r$ in $b$, the value of $r$ is increasing for $b>b_{k}$, but the definition of $\mathcal{D}_{\alpha}^{b}(k)$ implies that $r(b, k) \leq \alpha$ for all $b>b_{k}$. Therefore, $\lim _{b \rightarrow \infty} r(b, k)$ exists and is bounded by $\alpha$. In particular,

$$
\begin{aligned}
\lim _{b \rightarrow \infty} r(b, k) & =\lim _{b \rightarrow \infty} \frac{\left(1+k^{2}\right) b^{2}}{-2(a+b k)\left(a+\sqrt{a^{2}+b^{2}}\right)} \\
& =\lim _{b \rightarrow \infty} \frac{\left(1+k^{2}\right) b^{2} / b^{2}}{-2(a+b k)\left(a+\sqrt{a^{2}+b^{2}}\right) / b^{2}} \\
& =-\frac{1+k^{2}}{2 k}
\end{aligned}
$$

Taking the derivative shows that this value is decreasing in $k$ for $k<0$. Therefore, if $k<k^{\prime}<0$ then

$$
\lim _{b \rightarrow \infty} r\left(b, k^{\prime}\right) \leq \lim _{b \rightarrow \infty} r(b, k) \leq \alpha
$$

The property that $r\left(b, k^{\prime}\right)$ is increasing in $b$ for $b>b_{k}$ further ensures that $r\left(b, k^{\prime}\right) \leq \alpha$ for all $b>b_{k}$. Therefore, $\mathcal{D}_{\alpha}^{b}\left(k^{\prime}\right)$ is also unbounded.

For completeness, we prove Lemma 6.4.8.

Proof. (of Lemma 6.4.8). By Lemma 6.6.4, $\mathcal{D}_{\alpha}^{b}(k)$ is either a bounded closed interval $\left[b_{1}, b_{2}\right]$, with $b_{1}$ and $b_{2}$ increasing in $k$, or a half-bounded closed interval $\left[b_{1}, \infty\right)$, with $b_{1}$ increasing in $k$. Recall that $\mathscr{N}_{\alpha}(k)=$ $\mathcal{D}_{\alpha}^{b}(k) \cap \mathbf{B}$ with $\mathbf{B}=\left[\frac{1}{\theta}, 1\right]$. Therefore, the half-bounded case can be reduced to the bounded case with $b_{2}=1$. The intersection can be expressed as

$$
\mathscr{N}_{\alpha}(k)=\left[\max \left\{b_{1}, \frac{1}{\theta}\right\}, \min \left\{b_{2}, 1\right\}\right],
$$

where the interval $[a, b]$ is defined as the empty set if $a>b$. Taking the maximum or minimum of a nonstrict monotonic function and a constant preserves the monotonicity, so we are done.

### 6.7 Efforts towards matrix case

In this section, we present intermediate results in our effort to prove or disprove the following conjecture:

Conjecture 6.7.1. For a general DDF problem as defined in Definition 6.2 .2 with rank $d$ and breadth $\theta$, $N_{\alpha}^{\operatorname{cov}}(\mathbf{B}) \in O\left(d^{\log \theta}\right)$.

This conjecture is not particularly strong - essentially, it posits that the covering number may suffer from a "curse of dimensionality" with respect to $d$, but the dependency on $\theta$ matches that of the scalar case. We also visualize suboptimal neighborhoods for multi-system LQR problems where the variations are in the $A$ matrix instead of the $B$ matrix.

To prove an upper bound for the matrix case using the geometric grid construction (Definition 6.5.1) with a similar proof technique to that of Theorem 6.4.6, the key obstacle appears to be Lemma 6.4.5. The proof of Lemma 6.4.5 relies on commutativity of scalar multiplication, which no longer holds in the matrix case.

### 6.7.1 Easy case: Scalar multiples of $B$

As an intermediate step towards Conjecture 6.7 .1 , we can address the case where $A$ is arbitrary but $\mathbf{B}$ is a one-dimensional subspace as in the scalar case. To be precise, let $\mathbf{B}=\left\{\sigma B_{0}: \sigma \in\left[\frac{1}{\theta}, 1\right]\right\}$. It turns out that this case is not much more difficult than the scalar case, even though the unforced dynamics $\dot{x}=A x$ can exhibit oscillation due to complex eigenvalues, may contain a mixture of stable and unstable eigenvalues, and so on.

Whereas the proof for Theorem 6.4.6 relied on the closed-form solution for optimal LQR cost, here we will use a less constructive method. Our proof will require a more generic lower limit of $\alpha$, of which the constraint $\alpha \geq \frac{2 a+1}{2 a}$ for the scalar setting was a special case. In what follows, we will use the notation

$$
[s, t] B=\{\sigma B: \sigma \in[s, t]\}
$$

and refer to such a set as an "interval". For legibility, when referring to an LQR problem $(A, B, Q, R)$ with variations in matrices other than $B$, we will also use the notation $J^{\star}(A, B, Q, R)$ instead of the notation $J_{A, B, Q, R}^{\star}$ for the LQR problem's optimal cost. We begin with the following generalization of Lemma 6.4.5:

Lemma 6.7.2. For $(A, B)$ controllable and $Q \succeq 0$, if $P_{0}$ is the maximal solution of the $A R E$

$$
A^{\top} P+P A-P B B^{\top} P+Q=\mathbf{0}
$$

associated with the LQR problem $(A, B, Q, I)$, then for any $\beta>0$, the matrix $\beta^{-2} P_{0}$ solves the ARE

$$
\begin{equation*}
A^{\top} P+P A-\beta^{2} P B B^{\top} P+\beta^{-2} Q=\mathbf{0}, \tag{6.9}
\end{equation*}
$$

and is the unique optimal cost matrix for the LQR problem defined by $\left(A, \beta B, \beta^{-2} Q, I\right)$.

Proof. It is easy to see that $\beta^{-2} P_{0}$ solves the ARE (6.9). In general, AREs may have more than one positive semidefinite solution, and we would need to show that $\beta^{-2} P_{0}$ is maximal to ensure that it actually represents the LQR optimal cost matrix. However, for AREs defined by well-posed LQR problems, it can be shown that the LQR cost matrix is the unique positive semidefinite solution of the associated ARE (Lan95, Theorem 16.3.3). Therefore, we are assured that $\beta^{-2} P_{0}$ is also the LQR cost matrix.

Theorem 6.7.3. For the multi-system $L Q R$ problem defined by $\mathbf{A}=\{A\}$ and $\mathbf{B}=\left[\frac{1}{\theta}, 1\right] B_{0}$, where $\left(A, B_{0}\right)$ is controllable, with fixed cost matrices $Q \succ 0$ and $R=I$, if there exists a constant $c$ such that

$$
J^{\star}(A, B, s Q, s I) \leq c J^{\star}(A, B, Q, s I)
$$

for all $s>0$, then if $\alpha>c$, we have $N_{\alpha}^{\text {cov }}(\mathbf{B})=O(\log \theta)$.

Proof. Let $P_{0}$ denote the solution to the ARE

$$
\begin{equation*}
A^{T} P+P A-P B_{0} B_{0}^{T} P+Q=\mathbf{0} \tag{6.10}
\end{equation*}
$$

so that $J_{B_{0}}^{\star}=\operatorname{tr}\left(P_{0}\right)$. By Lemmas 6.4.1 and 6.4.2, there exists $\beta \in(0,1)$ and $P_{G C C}, \tau, K$ such that

$$
\begin{equation*}
P_{G C C}, \tau, K=\operatorname{GCC}\left(A, \frac{1-\beta}{2} B_{0}, \frac{1+\beta}{2} B_{0}, Q\right) \tag{6.11}
\end{equation*}
$$

and $\operatorname{tr}\left(P_{G C C}\right) \leq \frac{\alpha}{c} J_{B_{0}}^{\star}$. Then for all $B \in[\beta, 1] B_{0}$, we have

$$
J_{B}(K) \leq \operatorname{tr}\left(P_{G C C}\right) \leq \frac{\alpha}{c} J_{B_{0}}^{\star} \leq \frac{\alpha}{c} J_{B}^{\star},
$$

where the first inequality follows from the definition of GCC synthesis and the last inequality follows from the ARE comparison lemma (Lemma 6.4.3).

Now let us consider covering $\left[\beta^{N}, 1\right] B_{0}$ by the intervals $\left\{\mathbf{B}_{n}\right\}_{n=0}^{N-1}$, where $\mathbf{B}_{n}=\left[\beta^{n+1}, \beta^{n}\right] B_{0}$. By applying Lemma 6.7.2 to the Riccati equation (6.10) we find that

$$
J^{\star}\left(A, \beta^{n} B_{0}, \beta^{-2 n} Q, I\right)=\beta^{-2 n} \operatorname{tr}\left(P_{0}\right)=\beta^{-2 n} J_{B_{0}}^{\star} .
$$

Invoking Lemma 6.7.2 on the GCC Riccati equation (6.4) with the base case of (6.11) yields a controller $K_{n}$ for each $\mathbf{B}_{n}$ such that

$$
\beta^{-2 n} P_{G C C}, \tau, K_{n}=\operatorname{GCC}\left(A, \frac{\beta^{n}-\beta^{n+1}}{2} B_{0}, \frac{\beta^{n}+\beta^{n+1}}{2} B_{0}, \beta^{-2 n} Q\right) .
$$

The ARE comparison lemma with respect to the state cost matrix then implies that, for all $B \in \mathbf{B}_{n}$,

$$
J_{B}\left(K_{n}\right) \leq \beta^{-2 n} \operatorname{tr}\left(P_{G C C}\right) .
$$

Putting it all together, for each $\mathbf{B}_{n}$ and $K_{n}$, we have

$$
J_{B}\left(K_{n}\right) \leq \beta^{-2 n} \operatorname{tr}\left(P_{G C C}\right) \leq \beta^{-2 n} \frac{\alpha}{c} J_{B_{0}}^{\star}=\frac{\alpha}{c} J^{\star}\left(A, \beta^{n} B_{0}, \beta^{-2 n} Q, I\right) \leq \alpha J^{\star}\left(A, \beta^{n} B_{0}, Q, I\right) \leq \alpha J_{B}^{\star}
$$

for all $B \in \mathbf{B}_{n}$, where the second-to-last inequality is due to the hypothesis and the last is due to the ARE comparison lemma. Therefore, $\mathbf{B}_{n} \subseteq \mathscr{N}_{\alpha}\left(K_{n}\right)$. We cover the full $\mathbf{B}$ when $\beta^{N} \leq \frac{1}{\theta}$, which is satisfied by $N \geq-\log \theta / \log \beta$. Recalling that the original choice of $\beta$ did not depend on $\theta$, we are done.

In the next section, we elaborate on the cost ratio limit $c$ in the hypothesis of Theorem 6.7.3 and how it differs between the scalar and matrix cases.

### 6.7.2 Role of $\alpha$ 's lower bound

We have been focusing on what happens as $B$ is scaled down towards zero. From the LQR Riccati equation (2.31), we can see that scaling down $B$ gives the same ARE solution as scaling up the control cost $R$. To be precise,

$$
J^{\star}\left(A, \frac{1}{s} B, Q, R\right)=J^{\star}\left(A, B, Q, s^{2} R\right)
$$

for any $s \neq 0$. However, in our proof for the scalar case, we do something equivalent to

$$
\begin{equation*}
J^{\star}\left(A, \frac{1}{s} B, Q, R\right)=J^{\star}\left(A, B, Q, s^{2} R\right) \leq J^{\star}\left(A, B, s^{2} Q, s^{2} R\right) . \tag{6.12}
\end{equation*}
$$

The role of $\alpha$ is to accommodate for the looseness of that inequality. In the scalar case we (implicitly) proved that the ratio

$$
\begin{equation*}
\frac{J^{\star}(A, B, s Q, s R)}{J^{\star}(A, B, Q, s R)} \tag{6.13}
\end{equation*}
$$

never gets bigger than $(2 a+1) / 2 a$. In Figure 6.7, we plot the ratio from Equation (6.13) for the scalar system when $a=1$. It converges to a value slightly larger than 1.2 .


Figure 6.7: "Approximation error" accounted for by $\alpha>\frac{2 a+1}{2 a}$ assumption in scalar upper bound proof.

We can also plot the ratio from Equation (6.13) for non-scalar LQR problems. We sample random $A$ and $B$ matrices with dimensions $2 \leq n, m \leq 10$ and entries i.i.d. normally distributed. We reject samples where $\rho^{+}(A) \leq 0$. Otherwise, we scale $A$ such that $\rho^{+}(A)=1$, and scale $B$ such that $\|B\|_{2,2}=1$. These plots are shown in Figure 6.8.


Figure 6.8: Looseness introduced by the inequality (6.12) for random LQR problems.

In Figure 6.8, we see that the ratio of Equation (6.13) still appears to converge to a finite value for these examples, but it can be much bigger than 1.2. This explains the constant $c$ in the hypothesis of Theorem 6.7.3. The large values seen in Figure 6.8 make this constraint unsatisfying, because a guarantee that only holds for a suboptimality ratio $\alpha \gg 1$ is unlikely to be useful in practice. On the other hand, it seems possible that the asymptotic dependence on $\theta$ obtained from adding this constraint would not be any different from the true dependence for arbitrary $\alpha$.

The existence of such a constant $c$ is of course not guaranteed. Based on the empirical behavior in Figure 6.8, we conjecture that it does exist:

Conjecture 6.7.4. For any well-posed $L Q R$ problem $(A, B, Q, R)$, there exists a constant $c$ such that

$$
J^{\star}(A, B, s Q, s I) \leq c J^{\star}(A, B, Q, s I)
$$

for all $s>0$.

### 6.7.3 Form of Riccati perturbation for geometric grid recursion

If we are to use a grid-based construction to prove an upper bound on the suboptimal covering numbers for DDF problems, it will likely involve some kind of induction or dynamic programming-style recursion. If we again start from the $\Sigma=I$ case and move "down" to less control authority, then we will be recursing from $B=U \Sigma V^{\top}$ to $B^{\prime}=U \Sigma^{\prime} V^{\top}$ with $\Sigma \succ \Sigma^{\prime}$. If we consider stepping from one grid cell to its facesharing neighbors, then only one element of $\Sigma^{\prime}$ will change. Without loss of generality, we may assume that element $\Sigma_{1,1}$ is the one changing.

Since only one element of $\Sigma^{\prime}$ changes, the change to $B$ is a rank-one update. It is not immediately clear if this is useful.

In the scalar case of $\S 6.4$ and the one-dimensional subspace case of $\S 6.7 .1$, we performed a series of algebraic manipulations on the Riccati equation for the optimal cost of the system with $B^{\prime}$ to arrive at a new value of the cost matrix $P^{\prime}$ expressed in terms of the solution $P$ for the system with $B$. Unfortunately, we were not able to use such a simple approach for the matrix case. We attempted representing the changes in $B, P, Q$ as both additive and multiplicative perturbations. Ultimately they both failed due to the structural difference between the $A^{\top} P+P A$ term and the $P B B^{\top} P$ term in the Riccati equation. We present details in the next two subsubsections.

### 6.7.3.1 Multiplicative change in $P$

Recall we are trying to recurse from a solution for the Riccati equation

$$
\begin{equation*}
A^{\top} P+P A-P B B^{\top} P+Q=\mathbf{0} \tag{6.14}
\end{equation*}
$$

to a solution for the Riccati equation

$$
A^{\top} P+P A-P B^{\prime} B^{\prime \top} P+Q=\mathbf{0},
$$

with $B^{\prime}$ as described in §6.7.3. Let us first consider the simple case where $d=n$ and $U=V=I_{n \times n}$. We use the notation $\Sigma^{\prime}=M \Sigma$, where $M \preceq I$ is diagonal and positive definite, to express the change in $\Sigma$ as a multiplicative perturbation. The new Riccati equation then becomes

$$
A^{\top} P^{\prime}+P^{\prime} A-P^{\prime} M \Sigma \Sigma M P^{\prime}+Q^{\prime}=\mathbf{0}
$$

Our initial hope might be to follow the scalar case and test if something like

$$
P^{\prime}=M^{-1} P M^{-1}, \quad Q^{\prime}=M^{-1} Q M^{-1}
$$

works. This proposed solution converts the Riccati equation above to

$$
\begin{equation*}
A^{\top} M^{-1} P M^{-1}+M^{-1} P M^{-1} A-M^{-1} P \Sigma \Sigma P M^{-1}+M^{-1} Q^{\prime} M^{-1} \stackrel{?}{=} \mathbf{0} . \tag{6.15}
\end{equation*}
$$

But now, to follow the same pattern as the scalar case, we want to perform some algebraic manipulation to get rid of all instances of $M$ and arrive back at the hypothesis (6.14), thus showing that eq. (6.15) holds. This does not seem possible.

### 6.7.3.2 Additive change in $P$

Now we will write the perturbation to $B$ as additive instead of multiplicative. Suppose we have solved the Riccati equation

$$
A^{\top} P+P A-P B B^{\top} P+Q=0
$$

for $P$. Now we recurse from $B$ to $B^{\prime}=B-\Delta B$ such that $B B^{\top} \succeq B^{\prime} B^{\prime \top}$ (and therefore $\Delta B \succeq 0$ ). We are interested in the solution $P^{\prime}$ for the Riccati equation

$$
A^{\top} P^{\prime}+P^{\prime} A-P^{\prime} B^{\prime} B^{\prime \top} P^{\prime}+Q=0 .
$$

Due to the ARE comparison lemma (Lemma 6.4.3), we know that $P^{\prime} \succeq P$. If we write $P^{\prime}=P+S$ with $S \succeq 0$, we get the Riccati equation

$$
A^{\top}(P+S)+(P+S) A-(P+S) B^{\prime} B^{\prime \top}(P+S)+Q=0 .
$$

Expanding certain terms gives us

$$
\begin{gathered}
A^{\top} P+P A+A^{\top} S+S A-\left(P B B^{\top} P-P B \Delta B^{\top} P-P \Delta B B^{\top} P+P \Delta B \Delta B^{\top} P\right) \\
-P B^{\prime} B^{\prime \top} S-S B^{\prime}{B^{\prime \top}}^{\top} P-S B^{\prime} B^{\prime \top} S+Q=0 .
\end{gathered}
$$

Subtracting the original Riccati equation yields

$$
\begin{gathered}
A^{\top} S+S A-\left(-P B \Delta B^{\top} P-P \Delta B B^{\top} P+P \Delta B \Delta B^{\top} P\right) \\
-P B^{\prime} B^{\prime \top} S-S B^{\prime} B^{\prime \top} P-S B^{\prime} B^{\prime \top} S=0 .
\end{gathered}
$$

Now if we define $A^{\prime}=A-B^{\prime} B^{\prime \top} P$ and group like terms with respect to $S$, we get

$$
A^{\prime \top} S+S A^{\prime}-S B^{\prime} B^{\prime \top} S+P\left(B B^{\top}-B^{\prime} B^{\prime \top}\right) P=0 .
$$

So we have an expression for the change in cost as the solution to another Riccati equation. Regarding the expression

$$
A^{\prime}=A-B^{\prime} B^{\prime^{\top}} P
$$

we note that the optimal controller for the original problem was $K=-B^{\top} P$, so this term is closely related to $A+B K$, that is, the closed loop dynamics of the original system with its optimal controller. Therefore, by some continuity or gain margin argument, we may be able to argue that $A^{\prime}$ is Hurwitz. This could be useful.

### 6.7.4 How we would use bounds on cost change due to $B$ perturbations

Although we have not yet derived any useful results about the cost change resulting from a change to $B$ as described in §6.7.3, let us look ahead and think about how such a result might be used by the full proof if we follow the geometric grid construction. Suppose we have a result like:

If $P$ solves the ARE

$$
A^{\top} P+P A-P U \Sigma V^{\top} V \Sigma U^{\top} P+Q=0
$$

and $\Sigma^{\prime}=\operatorname{diag}\left(1, \ldots, 1, \beta_{i}, 1, \ldots, 1\right) \Sigma$ for $\beta_{i}<1$, then the solution $P^{\prime}$ to the ARE

$$
A^{\top} P+P A-P U \Sigma^{\prime} V^{\top} V \Sigma^{\prime} U^{\top} P+Q=0
$$

satisfies

$$
\operatorname{tr}\left[P^{\prime}\right] \leq \beta_{i}^{-2} c_{i} \operatorname{tr}[P],
$$

where $P^{\prime}$ is the solution to the ARE for the new Riccati equation and $c_{i}>0$ and $\beta_{i} \in(0,1)$ are some constants specific to the $i^{\text {th }}$ dimension of $\Sigma$.

The constants $c_{1}, \ldots, c_{d}$ and $\beta_{1}, \ldots, \beta_{d}$ should be allowed to depend on $A, U, V$ in arbitrarily complex ways, but they need to be constant.

Following the template for the proof of Theorem 6.7.3, we need to obtain two quantities for each cell of the geometric grid:

- An upper bound on the numerator of the suboptimality ratio, which comes from a GCC Riccati equation, and
- A lower bound on the denominator of the suboptimality ratio, which comes from a standard LQR Riccati equation applied to the "worst-case" $B$ in the grid cell, which can be selected using Lemma 6.4.3.

In the scalar case, the numerator upper bound came from induction but the denominator lower bound came from the closed-form solution of the scalar Riccati equation. Since there is no closed-form solution for the matrix case, we will likely need some kind of inductive argument for the lower bound as well.

### 6.7.5 Existing Riccati solution and perturbation bounds

There are many published bounds on spectral properties of either 1) solutions to the ARE, or 2) changes in the solution to an ARE caused by perturbations to its matrix coefficients. Most of these results appear to be very general bounds phrased in terms of properties like matrix norms and minimum/maximum eigenvalues of the matrix coefficients (or their perturbations). It is not clear if any of these bounds are fine-grained enough to be useful with the highly structured setup of rank-one perturbations to $B$, that we would need to handle in the geometric grid construction for an upper bound on $\alpha$-suboptimal covering numbers for DDF problems.

Wang et al. (1986) give some fairly easy-to-derive and user-friendly bounds under strong assumptions on $A$ :

Lemma 6.7.5 (Theorems 1 and 2, Wang et al. (1986)). For the algebraic Riccati equation

$$
A^{\top} P+P A-P R P+Q=0
$$

where $A$ is Hurwitz, the positive semidefinite solution $P$ satisfies

$$
\begin{equation*}
\operatorname{tr}(P) \leq \frac{\lambda_{\max }\left(A_{s}\right)+\sqrt{\lambda_{\max }\left(A_{s}\right)^{2}+\left(\lambda_{\min }(R) / n\right) \operatorname{tr}(Q)}}{\lambda_{\min }(R) / n} \tag{6.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{tr}(P) \geq \frac{\lambda_{\min }\left(A_{s}\right)+\sqrt{\lambda_{\min }\left(A_{s}\right)^{2}+\lambda_{\max }(R) \operatorname{tr}(Q)}}{\lambda_{\max }(R)} \tag{6.17}
\end{equation*}
$$

where $A_{s}=\left(A^{\top}+A\right) / 2$.

Note that in Lemma 6.7.5, the $\lambda_{\max }$ and $\lambda_{\min }$ functions are only applied to symmetric matrices, so they are only comparing real eigenvalues. Regarding the requirement that $A$ is Hurwitz, we note that the $A^{\prime}$ in the Riccati equation of $\S 6.7 .3 .2$, whose solution tells us the how much the cost has changed additively, is Hurwitz.

Many other Riccati bounds have been published. Bounds on various properties of the solution are collected in the survey of Kwon et al. (1996). Perturbation bounds are given by Konstantinov et al. (2003) and Sun (1998), among many others.

### 6.7.6 Lower bound candidates

For a lower bound on the covering number, we may need as a lemma some overestimate of suboptimal neighborhoods, containing them into sets that are easy to work with like boxes, balls, etc. Overestimating suboptimal neighborhoods requires underestimating suboptimality ratio. Underestimating suboptimality ratios requires overestimating $J_{B}^{\star}$ and underestimating $J_{B}(K)$ for arbitrary $K$.

### 6.7.6.1 Lower bound for $A=I$

Although the lower bound candidate $A=I$ leads to complicated topology of suboptimal neighborhoods, as discussed in $\S 6.5 .2$, it is easier to work with algebraically than the candidate $A=\frac{1}{n} \mathbf{1}$. We therefore begin our attempt to find a covering number lower bound using $A=I$, even though it may lead to a loose bound, so that we can get any bound at all (beyond the trivial dimension-independent lower bound we get from the scalar case).

Overestimating $J_{B}^{\star} \quad$ Let $P$ denote the unique positive definite solution for the ARE

$$
A P+P A-P B B^{T} P+I=0
$$

in which $A=I$ and $B=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right) \succ 0$. Then $P$ is a diagonal matrix with entries

$$
P_{i i}=\frac{1+\sqrt{1+\sigma_{i}^{2}}}{\sigma_{i}^{2}}
$$

where the entry $P_{i i}$ corresponds to the optimal scalar cost for the scalar LQR system with $a=1$ and $b=\sigma_{i}$, as discussed in §6.4. An easy calculation verifies that the proposed $P$ solves the given ARE. We see that $P \succ 0$ by construction, so $P$ is the unique positive definite solution (Lan95, Theorem 16.3.3). The resulting optimal controller $K_{B}^{\star}=-B^{T} P$ is diagonal with

$$
\left(K_{B}^{\star}\right)_{i i}=\frac{1+\sqrt{1+\sigma_{i}^{2}}}{\sigma_{i}} .
$$

We can simplify the result for $P$ by applying Lemma 6.4.4, concluding that

$$
\begin{equation*}
\operatorname{tr}(P) \leq 3 \sum_{i=1}^{n} \frac{1}{\sigma_{i}^{2}} \tag{6.18}
\end{equation*}
$$

As in the scalar case, as the $\sigma_{i}$ approach zero asymptotically this "user-friendly" upper bound becomes tight up to the constant factor.

Underestimating $J_{B}(K)$. We have to account for the possibility that a suboptimal covering contains non-diagonal $K$ 's. However, for now we make the following conjecture:

Conjecture 6.7.6. For the DDF problem defined by $\Phi$ with $A=I$ and $U=V=I$, if the controller $K \in \mathbb{R}^{n \times n}$ is not diagonal, then there exists a diagonal $K_{d}$ such that $\mathscr{N}_{\alpha}(K) \subseteq \mathscr{N}_{\alpha}\left(K_{d}\right)$.

If Conjecture 6.7.6 is true, then we can assume any suboptimal covering $\mathcal{C}$ for this problem is composed entirely of diagonal controllers. We can then again build upon the scalar results by invoking Lemma 6.4.7. This gives us the following expression for diagonal $K$ :

$$
J_{B}(K)=-\sum_{i=1}^{n} \frac{1+K_{i i}^{2}}{2\left(1+\sigma_{i} K_{i i}\right)} \geq-\sum_{i=1}^{n} \frac{K_{i i}^{2}}{2\left(1+\sigma_{i} K_{i i}\right)} .
$$

Suboptimality ratio. These two bounds leave us with an optimistic suboptimality ratio estimate which we denote as $\hat{r}$ :

$$
\frac{J_{B}(K)}{J_{B}^{\star}} \geq \hat{r}=\frac{\sum_{i=1}^{n} \frac{K_{i i}^{2}}{1+\sigma_{i} K_{i i}}}{-6 \sum_{i=1}^{n} \frac{1}{\sigma_{i}^{2}}} .
$$

This ratio-of-sums-of-ratios structure is challenging to work with. Considering that the shapes of the $\alpha$ suboptimal neighborhoods for this system in Figure 6.5 do not appear easy to approximate, we did not devote further to working with this estimate.

### 6.7.6.2 Lower bound for $A=\frac{1}{n} 1$

For the case $A=\frac{1}{n} \mathbf{1}$, we can no longer easily build upon the results from the scalar case. To upper-bound $J_{B}^{\star}$, we would like to start by applying the upper bound of Lemma 6.7.5, but we cannot do it immediately because $\frac{1}{n} \mathbf{1}$ is not Hurwitz. However, Wang et al. (1986) do not clearly state where the stability of $A$ is used in their proof of Lemma 6.7.5. Further investigation is required.

### 6.7.7 Packing-based strategies for lower bounds

In more well-known (often geometric) covering problems based on metrics/norms, the notion of coverings is closely related to the notion of packings. We can also consider packings for our problem.

Definition 6.7.7. Consider a multi-system optimal control problem $\left(\mathcal{X}, \mathcal{U}, \Phi, \Pi_{\text {ref }}\right)$ and a suboptimality ratio $\alpha>1$. Given a system $\phi \in \Phi$, we define its $\alpha$-suboptimal policy neighborhood as

$$
\mathscr{P}_{\alpha}(\phi)=\left\{\pi \in \Pi_{\mathrm{ref}}: \frac{J_{\phi}(\pi)}{J_{\phi}^{\star}} \leq \alpha\right\} .
$$

A set of systems $\mathcal{P} \subseteq \Phi$ is an $\alpha$-suboptimal packing of $\Phi$ if its corresponding family of $\alpha$-suboptimal policy neighborhoods $\left\{\mathscr{P}_{\alpha}(\phi)\right\}_{\phi \in \mathcal{P}}$ is pairwise disjoint.

The $\alpha$-suboptimal packing number of $\Phi$, denoted $N_{\alpha}^{\text {pack }}(\Phi)$, is the size of the largest $\alpha$-suboptimal packing of $\Phi$.

It is clear that $N_{\alpha}^{\text {pack }}(\Phi) \leq N_{\alpha}^{\text {cov }}(\Phi)$. Constructing a $\alpha$-suboptimal packing could be a useful strategy for covering number lower bounds. With packings we have a "for all" condition with respect to the suboptimality ratio of arbitrary controllers for a finite set of $B$ s. As discussed in §2.9.1.6, the cost of an arbitrary suboptimal controller $K$ for a particular $B$ depends on the solution to the (linear) Lyapunov equation

$$
(A+B K) X+X(A+B K)^{\top}+I=\mathbf{0}
$$

and is given by

$$
\begin{equation*}
J(K)=\operatorname{tr}\left[\left(Q+K^{\top} R K\right) X\right] \tag{6.19}
\end{equation*}
$$

On the other hand, the optimal cost for a particular $B$ depends on the solution to the (quadratic) algebraic Riccati equation

$$
A^{\top} P+P A-P B R^{-1} B^{\top} P+Q=\mathbf{0},
$$

but the optimal cost is simply

$$
J_{B}^{\star}=\operatorname{tr}[P] .
$$

So for suboptimal costs we have a simpler matrix equation, but $K$ appears both in the equation coefficients and in a product with the solution to get the final cost. It is not clear which is easier to work with.

### 6.7.8 Reparameterization

The LQR cost is not a convex function of the controller matrix $K$, but it can be rendered convex by a reparameterization. We follow the presentation of Mohammadi et al. (2019). Let $Y=K X$ where $X \succ 0$. Substituting $K=Y X^{-1}$ into (6.19) yields

$$
J(X, Y)=\operatorname{tr}\left[Q X+Y^{\top} R Y X^{-1}\right],
$$

where $X$ solves the same Lyapunov equation as before, which under our reparameterization becomes

$$
A X+X A^{\top}-\left(B Y+Y^{\top} B^{\top}\right)+I=0
$$

Subsequently we name the linear operators (overloading notation with the sets of matrices in the general multi-system LQR problem)

$$
\mathcal{A}(X)=A X+X A^{\top}, \quad \mathcal{B}(Y)=B Y+Y^{\top} B^{\top},
$$

and rewrite the Lyapunov equation as $\mathcal{A}(X)-\mathcal{B}(Y)+I=0$. Then, under the assumption that $\mathcal{A}$ is invertible, $X$ becomes an affine function of $Y$ :

$$
X(Y)=\mathcal{A}^{-1}(\mathcal{B}(Y)-I)
$$

We now denote the set of stabilizing solutions by

$$
\mathcal{S}_{Y}=\left\{Y \in \mathbb{R}^{m \times n}: X(Y) \succ 0\right\},
$$

which is equivalent to the set of stabilizing controllers. We can then define

$$
J(Y)= \begin{cases}J(X(Y), Y) & : Y \in \mathcal{S}_{Y} \\ \infty & : \text { otherwise }\end{cases}
$$

Mohammadi et al. (2019) show that, over the $a$-sublevel set $\mathcal{S}_{Y}(a)=\{Y: J(Y) \leq a\}$, the cost $J(Y)$ is $\mu$-strongly convex (see $\S 2.4 .2$ ) with strong convexity constant

$$
\mu=\frac{2 \lambda_{\min }(R) \lambda_{\min }(Q)}{a\left(1+a^{2} \eta\right)^{2}}
$$

where

$$
\eta=\frac{\|\mathcal{B}\|_{2}}{\lambda_{\min }(Q) \lambda_{\min }(I) \sqrt{\nu \lambda_{\min }(R)}},
$$

where

$$
\nu=\frac{\lambda_{\min }^{2}(I)}{4}\left(\frac{\|A\|_{2}}{\sqrt{\lambda_{\min }(Q)}}+\frac{\|B\|_{2}}{\sqrt{\lambda_{\min }(R)}}\right)^{-2} .
$$

Mohammadi et al. (2019) do not explicitly state the norm to which the strong convexity constant $\mu$ applies, but they also give a Lipschitz smoothness constant with respect to the Frobenius norm $\|Y\|_{F}=\sqrt{\operatorname{tr} Y^{T} Y}$, so we we will assume that $\mu$ is also w.r.t. the Frobenius norm.

Note that the silly expression $\lambda_{\min }(I)$ appears because Mohammadi et al. (2019) give the result for an arbitrary initial state covariance, whereas we have already fixed it to $I$. Further applying our simplifying assumptions $Q=I$ and $R=I$, the latter becomes

$$
\nu=\frac{1}{4}\left(\|A\|_{2}+\|B\|_{2}\right)^{-2}
$$

so the former becomes

$$
\eta=\frac{\|\mathcal{B}\|_{2}}{\sqrt{\frac{1}{4}\left(\|A\|_{2}+\|B\|_{2}\right)^{-2}}}=2\|\mathcal{B}\|_{2}\left(\|A\|_{2}+\|B\|_{2}\right)
$$

and thus the strong convexity constant becomes

$$
\begin{equation*}
\mu=\frac{2}{a\left(1+2 a^{2}\|\mathcal{B}\|_{2}\left(\|A\|_{2}+\|B\|_{2}\right)\right)^{2}} . \tag{6.20}
\end{equation*}
$$

We are interested in the growth of the cost as we move away from $Y_{B}^{\star} \triangleq \operatorname{argmin}_{Y \in \mathcal{S}_{Y}} J(Y)$. The smoothness and convexity of the cost $J$ imply that $\nabla J\left(Y^{\star}\right)=\mathbf{0}$. Therefore, the linear term in the strong convexity definition (2.4) becomes zero when centered on $Y^{\star}$, leaving the lower bound

$$
\begin{equation*}
J(Y) \geq J_{B}^{\star}+\frac{\mu}{2}\left\|Y-Y_{B}^{\star}\right\|_{F}^{2} \tag{6.21}
\end{equation*}
$$

Unfortunately this bound seems to be vacuous in numerical experiments. We instantiate it for a scalar LQR problem with $A=1, B=1$ and plot a comparison between the actual LQR cost and the lower bound implied by (6.20) and (6.21) in Figure 6.9. The sublevel set constant $a$ is chosen as $a=\alpha J_{B}^{\star}$ for two different values: $\alpha \in\{1.001,1.2\}$. Only those values of $Y$ for which $J_{B}\left(Y X(Y)^{-1}\right) \leq a$ are shown, that is, we restrict each plot to the domain $\mathcal{S}_{Y}(a)$ where the lower bound is valid.


Figure 6.9: Scalar LQR problem: Actual cost (solid) and lower bound (dashed) based on the strong convexity constant derived by Mohammadi et al. (2019). The horizontal axis is the value $Y$ in the convex reparameterization $Y=K X$ as described in §6.7.8.

The curvature of the lower bound is barely visible when plotted alongside the true cost. This is disappointing. It seems unlikely that this would be useful for bounding covering numbers. Note that this happens even for the small sublevel set induced by $\alpha=1.001$, where we can see in Figure 6.9 that the true cost is close to a quadratic. Therefore, the lower bound appears loose relative to the second-order Taylor expansion, not just when far from the minimum.

### 6.7.9 Suboptimal neighborhoods for variations in $A$

Since most of our theoretical efforts do not appear fruitful, we return to empirical work. One major area of interest not explored in our original paper was variations in the $A$ matrix instead of the $B$ matrix. The key question is: what kind of sets of $A$ matrices should we consider? While the decomposed dynamics form had an appealing interpretation in terms of actuator strength, applying the same construction to the $A$ matrix does not seem to be as interpretable.

Instead of proposing a particular structure for a set of $A$ matrices, we can simply plot suboptimal neighborhoods for well-known control systems without requiring that they all share some structure. We show two-dimensional suboptimal neighborhoods plots analogous to Figure 6.5 for various systems. In all systems, the dynamics are parameterized by two real values, represented by the horizontal and vertical
graph axes. We sample a $3 \times 3$ grid of parameter pairs, indicated by points on the plots, and synthesize their LQR-optimal controllers. To visualize approximate suboptimal neighborhoods, we evaluate the suboptimality ratio of each controller on a finer grid of parameter pairs, indicated by the semi-transparent regions. We repeat each experiment with three values of $\alpha$.

### 6.7.9.1 Cart-pole system



Figure 6.10: Cart-pole system.


Figure 6.11: $\alpha$-suboptimal neighborhoods for cart-pole system. Each dot indicates an LQR-optimal controller for a particular (mass, gravity) pair; the surrounding transparent region indicates its $\alpha$-suboptimal neighborhood. Axes are logarithmic. Colors have no meaning. Discussion in §6.7.9.1.

As our first example for variations in $A$, we consider the cart-pole system illustrated in Figure 6.10. The cart rolls on a frictionless surface. A rigid massless rod is attached to a frictionless hinge joint on the cart. At the other end of the rod is a point mass. The state space is the position of the cart $x$ and the angle of the $\operatorname{rod} \theta$, and their derivatives. The input $u$ is a force upon the cart in the positive- $x$ direction. The system has four physical parameters: cart mass $m_{c}$, pole mass $m_{p}$, pole length $\ell$, and gravitational constant $g$. All
are strictly positive. The cart-pole system has an unstable equilibrium at $\theta=0$ and a stable equilibrium at $\theta=\pi$. We consider stabilization at the $\theta=0$ (pole-up) position. Linearizing the nonlinear dynamics (not shown) about the pole-up state yields the system matrices

$$
A=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & \frac{g m_{p}}{m_{c}} & 0 & 0 \\
0 & \frac{g\left(m_{c}+m_{p}\right)}{m_{c} \ell} & 0 & 0
\end{array}\right], \quad B=\left[\begin{array}{c}
0 \\
0 \\
\frac{1}{m_{c}} \\
\frac{1}{m_{c} \ell}
\end{array}\right] .
$$

We see that the parameters $m_{c}$ and $\ell$ influence both $A$ and $B$, but the parameters $g$ and $m_{p}$ only influence $A$. If we fix $m_{c}=1, \ell=1$, then we are left with two parameters that affect only $A$. Although variations in gravity are perhaps not of concern in most applications, we proceed with this experiment and show the results in Figure 6.11.

The parameter $m_{p}$ (horizontal axis) varies from $1 / 4$ to 8 and the parameter $g$ (vertical axis) varies from 1 to 32 . We observe that the suboptimal neighborhoods are oblong and oriented diagonally to the grid.

### 6.7.9.2 Two real eigenvalues



Figure 6.12: $\alpha$-suboptimal neighborhoods for system in controllable canonical form (CCF) with $A$ having two positive real eigenvalues. Each dot indicates an LQR-optimal controller for a particular pair of eigenvalues; the surrounding transparent region indicates its $\alpha$-suboptimal neighborhood. Axes are logarithmic. Colors have no meaning. Discussion in §6.7.9.2.

Next we plot suboptimal neighborhoods for systems in controllable canonical form (defined in §2.9.3) when $A$ has two real eigenvalues $\lambda_{1}, \lambda_{2}$. Because we are mainly interested in stabilizing unstable systems, we select both eigenvalues to be positive: $\lambda_{1}, \lambda_{2} \in[0.03,1]$. Results are shown in Figure 6.12.

Recall from §2.9.3 that in controllable canonical form, the $A$ matrix is a permutation-invariant function of the eigenvalues. This is apparent in the plot, where we see that all suboptimal neighborhoods are mirrorsymmetric across the $\lambda_{1}=\lambda_{2}$ line. Therefore, we only show suboptimal neighborhoods for the optimal controllers of systems with $\lambda_{1} \geq \lambda_{2}$. We observe that the suboptimal neighborhoods are elongated and highly curved.

### 6.7.9.3 Pair of conjugate eigenvalues



Figure 6.13: $\alpha$-suboptimal neighborhoods for system in controllable canonical form (CCF) with $A$ having two complex conjugate eigenvalues. Plot corresponds to upper right quadrant of complex plane. Each dot indicates an LQR-optimal controller for the corresponding eigenvalue and its conjugate. The surrounding transparent region indicates its $\alpha$-suboptimal neighborhood. Axes are linear. Colors have no meaning. Discussion in §6.7.9.3.

Next we plot suboptimal neighborhoods for systems in controllable canonical form when $A$ has a conjugate pair of complex eigenvalues $\lambda, \bar{\lambda}$. In this case, $A$ is parameterized by the two real values $\operatorname{Re} \lambda, \operatorname{Im} \lambda$. Again, because we are interested in stabilizing unstable systems, we select $\operatorname{Re} \lambda, \operatorname{Im} \lambda \in(0,1]$. Results are shown in Figure 6.13.

Here we observe that the suboptimal neighborhoods are more aligned with the grid, but they are much narrower with respect to $\operatorname{Re} \lambda$. In other words, the optimal controllers tend to be robust with respect to the LQR cost against variations in $\operatorname{Im} \lambda$, but not in $\operatorname{Re} \lambda$.

### 6.7.9.4 Spring-mass-damper



Figure 6.14: Spring-mass-damper system. There is no gravity.

Finally, we plot suboptimal neighborhoods for a spring-mass-damper system under external forces, as illustrated in Figure 6.14. This is the canonical second-order linear ordinary differential equation given by

$$
\ddot{z}=-k z-d z+u,
$$

where $z$ is the displacement from the spring's resting length, $k$ is the spring constant, $d$ is the damping constant, and the mass is fixed at 1 . Raised into first-order state-space form, the dynamics are

$$
\dot{x}=\underbrace{\left[\begin{array}{cc}
0 & 1 \\
-k & -d
\end{array}\right]}_{A} x+\underbrace{\left[\begin{array}{l}
0 \\
1
\end{array}\right]}_{B} u,
$$

where $x=\left[\begin{array}{cc}z & \dot{z}\end{array}\right]^{\top}$. We observe that $A$ is already in controllable canonical form. Also, unlike our other example systems, the unforced dynamics of this system are either passively stable (when $d>0$ ) or marginally stable (when $d=0$ ).

Results are shown in Figure 6.15. Here the suboptimal neighborhoods are the closest to balls of all the example systems. Further experiments are warranted to investigate potential links between stability of


Figure 6.15: $\alpha$-suboptimal neighborhoods for spring-mass-damper system. Each dot indicates an LQRoptimal controller for a particular (spring constant, damping constant) pair; the surrounding transparent region indicates its $\alpha$-suboptimal neighborhood. Axes are linear. Colors have no meaning. Discussion in §6.7.9.4.
$A$ and the behavior of suboptimal neighborhoods. It is also possible that systems with stable $A$ could be easier to work with analytically, but this requires more theoretical work. For example, we need to think about the conditions under which a suboptimal controller could destabilize an inherently stable system.

### 6.7.9.5 Discussion

In summary, we visualized the suboptimal neighborhoods of LQR-optimal controllers for several families of simple linear control systems for which the dynamics parameters $\Phi$ can be parameterized by $\mathbb{R}_{>0}^{2}$. We saw that in general, the suboptimal neighborhoods are substantially nonconvex, not isotropic, and not aligned with the grid of parameters.

If we were to use a grid-based constructive covering of the $\Phi$ parameterization space, then we would need to find $\alpha$-suboptimal policies for each grid cell. These experiments show that there exist systems with the following property: if the policy $\pi$ is $\alpha$-suboptimal for a particular grid cell, then it is also $\alpha$ suboptimal for substantial area outside the cell. We illustrate this in Figure 6.16 for the cart-pole system. Any axis-aligned box of systems for which the brown controller is $\alpha$-suboptimal will be far smaller than its true $\alpha$-suboptimal neighborhood.


Figure 6.16: Example of a poor match between a grid partition of $\Phi$ and true suboptimal neighborhoods of LQR-optimal controllers for $\Phi$ in the cart-pole system.

This example suggests that a grid-based covering would be an inefficient construction for the cart-pole system. Still, it is possible that this inefficiency is not significant from an asymptotic perspective.

### 6.8 Conclusion and future work

In this chapter, we introduced and motivated the $\alpha$-suboptimal covering number to quantify infinite system spaces for multi-system control problems. We defined a particular class of multi-system linear-quadratic regulator problems amenable to analysis of the $\alpha$-suboptimal covering number, and showed logarithmic dependency on the problem "breadth" parameter $\theta$ in the scalar case. Towards analogous results for the matrix case, we presented empirical studies intended to shed light on possible proof techniques. For the upper bound, we considered a natural covering construction that would preserve logarithmic dependence on $\theta$ but give exponential dependence on dimensionality. Experiments did not rule out its validity. For the lower bound, we visualized suboptimal neighborhoods for two possible system classes and observed interesting topological behavior for the minimal-coupling class. We also presented some intermediate theoretical tools, reported on lines of inquiry that did not yield results, and visualized more suboptimal neighborhoods for a generalization of our original setting.

After extending our current results to the matrix case, in future work the analysis can be applied to other classes of multi-system LQR problems including variations in $A, Q, R$, discrete time, and stochastic dynamics. It will be interesting to see if there are major differences between $L Q R$ variants. We also hope that suboptimal covers and covering numbers will be a useful tool for analyzing how the size of the system space affects the required expressiveness of function classes used in practice as multi-system policies, such as neural networks.

## Chapter 7

## Conclusions

In this dissertation we presented four projects in the intersection of learning and control.

### 7.1 Summary of contributions

Our empirical work on deep reinforcement learning for domain adaptation shares an overall structure with self-tuning regulators in classic adaptive control, but is generic enough to apply to any parameterized family of MDPs. Introducing deep neural networks enables learning an embedding space representation of the dynamics parameters that is both useful for adaptation and easier to identify from state-action trajectories. By representing the full multi-system policy as a pre-trained neural network, we decouple the adapting process from the control synthesis process, allowing us to use arbitrarily large amounts of computation in the preparation stage. Although our experiments demonstrated the favorable properties of the learned embedding and showed a modest improvement in an ablation study, they also provoked our interest in more fundamental questions about algorithms and problem structure.

In our work on deformable manipulation, we demonstrated techniques to use a recurrent neural network dynamics model for control in a partially observable system. We compensated for the inevitable modeling error by using nonlinear state estimation to identify a value of the RNN internal state that is
consistent with past inputs and outputs. For control, we implemented nonlinear model-predictive control using gradient descent, allowing us to take advantage of the performance optimizations for RNNs in deep learning libraries. Our technique is suitable for systems with complex dynamics but known reward functions, exemplified by the task of tracking a trajectory with a point on a highly deformable object.

The challenges we faced in empirical reinforcement learning projects motivated interest in RL theory. Our work on bounding the variance of the REINFORCE policy gradient estimator for LQR systems enabled us to see how the variance is influenced by various problem parameters, including the dynamics stability, reward function coefficients, environment stochasticity, and policy stochasticity. Our upper bound was tight with respect to most parameters, and matched the behavior of the empirical variance qualitatively. On the other hand, we also demonstrated with experiments that the lowest gradient variance does not necessarily translate into the fastest convergence of REINFORCE.

Our work on suboptimal covering numbers attempted to answer a question raised by the first project: How can we quantify "how much" a good adaptive policy must change its behavior with respect to the problem parameters? We proposed the suboptimal covering number as a highly general, parameterindependent way to do this. As an example, we showed matching logarithmic covering number bounds for scalar and one-dimensional fully observable LQR problem families modeling adaptivity with respect to variations in actuator strength. Our results showed a mild dependency, indicating that for these systems we can handle a large range of actuator strengths, approaching uncontrollability, with only a few distinct policies. We also conjectured an bound exponential in the dimension for multi-input problems, but have not yet resolved it. Our intermediate mathematical results and intuition-building experiments suggest that answering this question require nontrivial insight into the behavior of algebraic Riccati equations. Our choice to focus on suboptimality ratio instead of cost difference was deliberate, but appears to create extra challenges.

### 7.2 Future work

Our control framework for deformable manipulation involved standard choices for recurrent modeling, estimation, and control. For modeling, we are interested in replacing LSTM networks with more specialized classes of learnable models, such as models that place expressive learnable components in a computational graph alongside fixed or low-parameter nodes derived from physics principles (Heiden et al., 2021b). For estimation and control, there are many other standard methods. More broadly, we note that our framework can be seen as the inner loop of a model-based RL algorithm. By closing the loop and updating the model continuously, we can relax the assumption that our initial data gathering sufficiently covers the state space. Our encouraging experimental results, along with the improved debugging and interpretability of our framework relative to model-free RL, make us enthusiastic about further research into model-based RL.

Our work on RL theory suggests two possible follow-ups. As we discussed in §5.2, the RL theory community has already made great strides on the LQR problem in the past few years. These results include sample complexity bounds that tie the problem parameters more directly to the RL algorithm performance, instead of indirectly through the gradient variance. To our knowledge, the sample complexity upper bound for REINFORCE in LQR problems remains open. Such a bound might help us gain insight into the REINFORCE algorithm. However, due to the strict suboptimality of REINFORCE for cheap-control LQR problems discussed by Tu and Recht (2019), it would not necessarily improve our understanding of the LQR problem itself.

Beyond LQR, our experiments also suggest there is an interesting and complex relationship between action-space noise, environmental noise, and algorithm performance in policy gradient methods. We find our results somewhat surprising, because action-space noise is historically thought to be related to exploration, but exploration is not hard in linear dynamical systems. We are intrigued by the possibility of
designing an RL algorithm that controls action noise specifically for its effect on policy gradient optimization. If sufficient state-space exploration is already guaranteed, can additional action noise still be helpful for policy gradient methods?

We view our work on suboptimal coverings as the first step in a potentially large line of inquiry. There is still much work to do on LQR problems. Beyond LQR, control theory offers many other classes of "almost linear" systems, such as systems with delays, actuator limits, dead zones, sector-bounded (Lur'e) nonlinearities, linear-in-features dynamics, and more. Bounding suboptimal covering numbers for these system classes could also lead to insights. Looking further, we hope to find applications where suboptimal covering numbers can be used to derive other useful properties about sets of dynamical systems. Connecting back to our original motivation, we are especially interested in the possibility of converting covering number bounds into insights about representing multi-system policies with neural networks. We also wish to explore designing RL or adaptive control algorithms based on switching between policies in a known suboptimal cover.

Outside these specific projects, we hope that our theoretical and empirical work can overlap more. In the theoretical work in this dissertation, we have mainly used settings and mathematical tools from control theory to analyze the behavior of existing algorithms and to derive general insights into problem structure. However, the ultimate goal is to use insights and analysis to guide algorithm design. There is a large gap between the empirical success of deep RL and the systems for which provably efficient RL algorithms exist. We hope to contribute to bridging that gap, by building upon the current thorough understanding of simple cases and gradually relaxing assumptions without losing all theoretical guarantees.
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[^0]:    *These models are simplifications that are only reasonable under the assumption of smooth and Lipschitz control inputs.

[^1]:    ${ }^{\dagger}$ The discussion of Eysenbach and Levine (2021) also provides a good survey of other motivations and results for entropy regularization.

[^2]:    ${ }^{\ddagger}$ Many results in reinforcement learning theory depend on boundedness of the reward. These results cannot be directly applied to the LQR setting.

[^3]:    The work presented in this chapter was originally published in Preiss et al. (2018). The presentation has been substantially revised for clarity, but the results have not.

[^4]:    *In general, nonlinear state estimation techniques provide no guarantees of optimality or other notions of correctness.

[^5]:    The work presented in this chapter was originally published in Preiss et al. (2019). The related work section has been expanded to include more recent research in this area.

